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	Summary/abstract

A three-layered architecture is discussed, a provision layer, a fusion layer and a presentation layer.  This builds on the following 3 propositions; Social science data may  potentially be quite complex in its data model, a user oriented data portal has to deliver data for analytic purposes which means that complex data have to be simplified and comparison of data and the comparative perspective is important to social scientific data use.  The provision layer is built on data objects stored in (national) repositories. DDI3 is to be evaluated as metadata standard for handling of complex data, persistent identifier system and data versioning.  DDI3 is regarded as a formal ontology intended to facilitate the integration, mediation and interchange of heterogeneous  information.  The fusion layer is intended to handle discovery  and exploration processes and problems related to comparative/comparison of data. Part of this implies interaction with a data harmonisation database, that is intended to store experience and accumulated knowledge developed from former data use. The presentation layer builds on a harvesting process where metadata are harvested from data objects and indexed for search and browse purposes. 

Several free-standing resources are incorporated into the scheme as part of the documentation / ingest activity and on the discovery / presentation side. Controlled vocabularies and classifications are important, but the most important such resource is a multilingual thesaurus that allows structuring of information and eases communication across the many languages of the ERA. 


A Data Portal, some general background

The CESSDA portal is primarily intended to provide access to research data. The typical simple social science data file consist of a data (content) matrix and a more or less sophisticated metadata part, sometimes integrated with the data matrix, sometimes organized separately. Metadata plays many roles, from communicating the substantive content to allowing technical developments and also facilitates linking with information systems on data availability and use, i.e. expressing the data model. When data grow in complexity they also by default generate a need for more sophisticated compatible metadata. In particular the Internet has created new uses for metadata that are transforming the management of information, metadata is the glue of such systems and for the social sciences the ambitions for the development of metadata systems runs higher than in many other scientific fields because of the linkage with more complex data analytic needs. For general multi-purpose IT-systems the metadata-component becomes the most important component, it is through the metadata we enter and access data and understand its content. In a managed collection of resources intended for scientific research purposes there will be a need for a minimum level and a standardized setup for metadata following the actual data to allow information exchange and integration. However, the complexity of social scientific data should be described in a way that allows constructive analytic use of that complexity.

Social science data has generally been stored in a simple rectangular data format, units by variables, caused by and for the purpose of maintaining a short bridge over to the dominant statistical analysis technology. Data organised this way are easy to document and fits well with the codebook view of social science data. The majority of data collection efforts in the social sciences still result in single cross-sectional standalone files. We see many varieties and deviations from this main tendency, but the need to move data over from archive / storage to analytic use generally make us think square. Aggregated data represent one simple step further in this picture, in tabular format it normally represent a data model with an elementary analytic element introduced. We are well capable of handling these two dominant types of files, although we have some problems of user-friendly transport of data back and forth between them. Data archives are evaluated by how well they serve their users and the users’ perspective is dominated by the analytic needs, not the practical storage and documentation needs.

However, we experience a gradual sophistication of data models. As soon as we move from single files towards incorporating  third dimensions like time and/or space into our data model, this organization and the usage dominated perspective of data becomes harder to handle. With third dimensions of scientific interest our analytic constructs very often become relationships or relative variables more than absolute measurements, they are often generated as part of the investigation process and requires more sophisticated tools and often such measures  are difficult to generate in a world of separate square files. The square file is the most limited case, where the only variation is across units.  For a complex organized collection of datasets, we often need at least a two-level hierarchy to disentangle common attributes from specific measures recorded more than once over 3.dimensions. As empirical social science has grown in sophistication and the need for actual and high quality data has developed, we now experience a need for greater flexibility in both use and in expression of potential of the data we collect.

Standardization of metadata is said to be the key to automation of data lookup and exploration processes. As justification and explanation for the importance of  metadata this could be extended much further, but is generally part of a set of reasons why the international data producing and archiving community for a long time have worked to develop metadata standards. There are several potential standards available, distinguished by differences in specific purpose and differences in data models and data types covered. Many of these standards have difficulties with data complexity, dynamics and open relationships, the multitude of available standards also testifies or creates the same kind of limited flexibility as mentioned above and automatically ask for crosswalks or more comprehensive common denominators. We have many standards because each is only solving part of the problem and with a complex problem we have to face up with complex explanatory standards. 

The present CESSDA data portal

Further in this document, the JISC IE technical architecture is to some degree used as a background framework. If we think in terms of the JISC IE architecture diagram for the present Madiera/CESSDA portal, our data provision layer is a set of institutional (data archieval) content providers, presently without any specific authentification/authorization services attached. These data repositories are filled with data objects/studies (information packages) that are tightly integrated packages of data and metadata. DDI2.x is presently functioning as the de facto metadata standard across, but metadata may be published to the publicly exposed part of a repository without the actual data, this is one of the means we have to tell about the existence of data without actually exposing the data. The fusion layer is represented by a search possibility against a federated common (virtual) catalogue and a common index that is developed from harvested metadata. The presentation layer is represented by a common portal solution on top of the metadata indexes, being enriched by some terminology services, ELSST and other varieties of classifications. No clear-cut delineation between fusion and presentation is intended here.

Fig. 1:  A tentative visualisation of the present CESSDA portal
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The present data archive data repository is typically a Nesstar server. These servers are based on use of DDI2, as metadata standard focused on documentation of rectangular files and geared towards great information detail. DDI was a major step forward for documentation of social science data, but the earliest versions fell victim to the problems mentioned above, it became restricted to a limited or partial solution, basically moving the traditional square statistical file to an internet context. It is only Nesstar servers that are supported by the present CESSDA portal, this of course simplifies the metadata harvesting problem. Data is commonly organised with several content-levels of interest, by topic, files, modules/parts of files and questions/variables. Presently data are published to such a Nesstar server in one of two ways, either via the dedicated publishing tool in the Nesstar suite, or via home-made database tools that delivers the XML-coded information packages that are copied to the Nesstar server. A publishing process via the Nesstar Publisher tool may be supported and standardised through employing a common template acommodating common controlled vocabularies of various kinds. Home-made database solutions for this task obviously have some greater standardization problems across data publishers. The pros and cons of these two strategies then could be listed as 

The publisher solution: Presently easier to standardise across users and usage through an explicit  common template, a simpler tool in such a decentralised architecture

The database solution:  A more comprehensive tool that normally includes solutions to several additional problems of a data archive, in particular interfacing with information services and covering curation-related problems.

The present portal component is a freestanding software component  that is able to harvest metadata of a specific definition from sets of Nesstar servers/data repositories and from that build indexes for search and browse functionality (Lucene search engine do not supply robots or crawlers itself)  From the hit lists returned from the data discovery technology (search or browse), the Nesstar Client is employed  to load and explore single data files, one at the time. From the Nesstar Client these files may be downloaded to other statistical file formats on users local computer equipment.

As the present purpose is to illustrate information functionality needs and architectural problems, an actual overlap in terminology with JISC IE is not stressed.

A high-level generic model

The three basic functionalities of a social science data delivery service is to make available means to find, explore and deliver data to analytic processes. The analytic processes as such is regarded as being outside the problem area discussed here, but it is difficult to draw a sharp distinction between elementary analysis as part of exploration processes and analysis as the final stage (as data use). To find requires access to the metadata component, because the data discovery process is basically based on the description of the substantive content. Exploring requires in addition access to the data component, since the actual distributions on single variables will be an important element of data exploration. To deliver data for further use will also be dependent on ability to load data / carry data along. Consequently, the move from the data discovery functionality to the data explore functionality is quite fundamental, since it triggers a need for controlled access to data, i.e. through an authentication and authorization service. An authentication / authorization / access procedure will be activated by crossing of the line between metadata and data.

In the application for the CESSDA PPP the portal is sketched as a somewhat richer collection of functionalities than what is usually associated with a data portal, it is envisioned as imbedded in a central web service that announces CESSDA services. This central point is a combination of a web-site announcing CESSDA services and best practises, a data catalogue entry point and as part of that, a related tool-kit for linking up with additional services for linking data repositories horizontally and potential pre-processing of data before delivering the output product to dedicated (analytic) services. Thinking in terms of a tool-kit makes it a bit more complicated to outline in terms of clear-cut layers in the architecture, because it indicates a more dynamic linking of many of the components in the scheme. And, the tactics in this document is to outline some kind of optimal solution, an ideal version that may be down-sized to a realistic implementable system. Thus our portal could be seen as a clear-cut discovery tool in interaction with a provision layer, and as a flexible tool-kit in the fusion layer, linking in a variety of services for the treatment of the resources returned from the data discovery activity. In particular the interaction with a harmonisation database will be of this middleware character. But the need for the tool-kit view also stem from the fact that data returned from the discovery service may be of complex organisation and need to cross language boundaries on its way back to the user, etc

Fig. 2:  The CESSDA PPP application summary of challenges
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In the application there is a table that summarises the functionalities aimed for, the pure portal functionalities of discover, explore (understand and compare) and connect and share (access and download). Of these, already the division between understand and compare may be quite fundamental, a division between going vertically or horizontally within or between data repositories or data instances within repositories. In addition the portal tool kit should have the ability to authenticate and authorize potential users according to a systematic data access policy,  i.e. control access and log use, set up formats and routines for data preservation and allow description of data collection instruments so that the portal may be instrumental to promote new research through new data collection, ease data harmonization problems across items and allow more comparative research. A further extension to this could be easy interfacing with modern data collecting tools over the web and delivery of such data in generic and well documented formats into statistical analysis packages.  In addition to this it is possible to envision a closer relationship between the pure data exploration process and  potential knowledge products (e-prints) based on or otherwise related to the data.  In the CESSDA view e-prints are sub-ordinate, not parallel to data resources, the ordinary library is turned upside down, with data as the primary resource that give rise to knowledge products.

As already pointed out, the CESSDA portal is not preoccupied with the actual use of the data, at least not if such use have no consequences for the data and through that other prospective users. However it will always be a question how much functionality of preparation for use need to be within the portal tools and how much should be pushed out to the user’s local environment. And it might well be that a successful CESSDA portal establish data collection, preparation and enrichment as a meriting activity and through that develops the need for functionality to publish outcomes of data use back into the data object itself.

The application contrasts the stages of the research process against a set of  potentially problem-solving tools and resources:

Fig 3. A process view
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Within CESSDA there are two basic recommended principles that also need to be kept in mind:

1. The aim is to build up national repositories for scientific data. They should be under national jurisdiction and national financing. This will in the long run create the largest supply of data.

2. There are international comparative collections of data that exist in many national copies. There should be one common authoritative responsible archive maintaining one authoritative version of such collections.

The variety following from these principles may to a large degree be described and otherwise taken care of through standardization. However, the special language problem so important in a Europe of 25-30 different languages need special solutions.

In the process view it is necessary to explicitly outline which functionalities the portal  is supposed to cover. Not everything listed so far is dependent upon or related to what metadata standard is employed.

If we look at the variety of tasks outlined in the project application, they may be boiled down to 5 main points:

1. Develop a more powerful data interface for the portal

· more sophisticated search / browse or data discovery possibilities , more focused, also across languages

· better possibilities to handle results from discovery functionality

2. Handle more complex data structures than et present, 

· complex data models

· data over time, 

· across space, 

· across languages, 

· with linkage of micro-macro type data

3. Develop and implement a system for persistent identities, to facilitate the idea of a common catalogue of data resources across different data repositories, and to connect knowledge products (e-prints) to data resources, potentially going both ways, embedding of analytic results in e-prints vs. referencing and lookup of data from e-prints.

4. Handle problems of versioning, updating, republishing = situations that may generate double-/multiple storage situations and add possibilities to add comments, links and references to data.

5. Develop a system for federated single sign on. Such a system need to store/pass on information about the user for use whenever a new data repository (server) is accessed for data exploration.. In addition such information need to be logged, for reporting and control purposes

The flexibility problems of the present CESSDA data portal reflect limitations of file structures and metadata standard.  DDI2 is not an optimal  metadata standard given the present ambition level and these concerns have led to the development of a newer version 3, explicitly aimed at solving most of the identified problems.  Some of these problems are related to the time / life-cycle perspective that the data archives are putting on data and relate to the concept of dynamic (meta-)data (in particular the ability to collect and include knowledge and experiences gained from use and reuse into the metadata), which is an ambitious general expansion of the user perspective. Other new / complicating factors are more directly related to file complexity problems, comparative data, time-series data, etc., and the need to develop descriptions and functionalities for relative variables of many kinds.

The main aim of WP5 is to outline an architecture for a “one-stop-shop” for data lookup and exploration where we allow for a reasonable amount of a considerably more complicated data picture, and to evaluate to what degree DDI3 as metadata standard manages to describe and potentially solve the problems that have become apparent and, not least, to evaluate the practical implementation problems. To develop such an evaluation we need to specify 

a) what are the aims of the portal, so we have to know what the portal is meant to be

b) what are the potential and problems of DDI3

c) and what then comes out as the match/mismatch of these two sides. 

d) This then have to be tested against the potential for technical implementation. 
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If we summarize this as a table, we see that functionalities discussed can be phased as pre-portal, portal and post-portal. And of our 5 main tasks the first on data discovery and the last on user sign-on and authentication, authorization and access are not much if at all related or dependent upon metadata standard. The various table cells will be distributed all over the picture drawn up below, and one conclusion is that it will be too limited to focus only on the strictly portal part.

In addition to the above, it could be an aim or technically feasible for the portal to 

a) Include data beyond the CESSDA organization, as long as the data repositories linked up adhere to a reasonable degree to the rules set for data description and technical solutions, going further in the “horisontal” direction

b) In the “vertical” direction, any data repository in itself could constitute a portal, so that the harvesting of metadata and access mechanisms proceed in a two-step way, one archieval portal may deliver its metadata index readily processed up one step

c) Or, as already is the situation, CESSDA members could be represented by more than one server, f.i. one for survey data, one for aggregate data and one for qualitative / textual data. 

Slightly related to this, but more of a general political/strategic question for a CESSDA ERI, it could be an option to develop one or several CESSDA secure sites. Such sites could be included under the discover functionality, maybe also under some explore functionality, but follow its own rules for data access.

The ambitions for an expanded CESSDA data portal may  be sketched as follows below. The challenge is to make tools and resources play together in an integrated network of social science tools and resources. The interfacing components of the “portal” element in the drawing represent the services description within the fusion layer, i.e. the functionalities available, while the “data interface” element represent the collections description, i.e. information collected on the actual resources. Both are normally elements of a “thick portal”, i.e. a portal that is aggregating functionalities in one separate fusion layer or component between the data provision layer and the portal presentation layer. The more we think beyond Nesstar repositories, the more we need to include explicit “aggregator” components and collections descriptions /(i.e. a sophisticated metadata system) between the portal top layer and the content providers. 
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Some specific expansions envisioned in the enhanced CESSDA Portal:

1. The portal harvester may harvest metadata from all data repositories that support the Open Archives Initiative – Protocol for Metadata Harvesting (OAI-PMH), be it as today from Nesstar servers or potentially from other systems. This could be standardised since it is possible to define the record syntax beyond the default Dublin Core of the OAI protocol.

2. The portal employs the Open Source search and indexing tool Lucene to build a common index across the different data repositories registered with the portal. This index is the main tool used by the portal to discover data, but the discovery service will be linked up with a variety of controlled vocabularies, classifications and services for translation.

3. The portal is supposed to give controlled access to data. However, data may be found in a variety of data repositories/servers; thus the situation may be that

· Within one repository, data may be more or less complex organised files or collections of files, even text-based data documented in Dublin Core or similar is possible.  

· In practice at data object level, formally more often across data repositories, data may be under different legal rules/data regimes or access policies. Access to data is filtered through one common or a number of specific access policies

· Data may be stored in different technical systems, sometimes with overlapping versions of data. 

· Data may be documented and organised under different metadata standards

· And data may be (documented) in different languages

4. Thus, it will be a major problem to access and compare data and metadata across both single files and different repositories unless there is a substantial degree of standardisation. Even within the same repository or file collection there will be problems of contrasting data.  

5. It is preferable (obligatory ?) that common guidelines for documentation of data should be established, to guide the data deposit/ingest process. Thus a common template or equivalent DDI profile for minimum levels of documentation is necessary. An ingest strategy should never be considered complete, and the strategy dictates procedures and mechanisms. A clear ingest strategy aims a creating persistence.

6. Further, the very nature of a data archive will underscore the need for data curation / long-term data storage. This question is probably outside this system, but influences metadata requirements considerably. 

As indicated, this picture we could divide into a fundamental provision layer, an application oriented fusion layer and a presentation layer, it indicates several ambitious extensions or potential extensions to the present CESSDA portal complex. However, as illustrated on page 7, the portal interface problem and the SSO problem have minor consequences for the system architecture. Since this is intended as an infrastructure for research data, and since research in its very nature is studying relationships more than mere descriptions, the major problems are related  to the handling of the data,  i.e. storage and use of complex data, comparisons of datasets (horizontally in the scheme), integrating this comparison problem with a harmonisation database, and similar. Other derived problems in this same area is about persistent identifiers and versioning of data.

In the data provision layer we could list problems / ambitions / recommendations:

1. Data storage and data complexity and its relation to metadata standard.

· data have to be stored in a way that make them available for loading

· it is an aim to load more than one data object, for comparisons

· it is an aim to allow data complexity that covers the most common complex cases of present experience, comparison for exploration could mean comparisons of units or sets of units within one (collection of)  files

· it is an aim to allow different technical solutions for data repositories

· for metadata standards, the requirement should be that they should be able to document data instances at a defined minimum level and be supported by a technical solution 

2. Metadata requirements and organisation 

· it should be possible to harvest a minimum level of metadata

· it is an aim to make the data repositories “crawlable” to enhance visibility in ordinary web search engines. 

· There should be different entry points, study, section, variable. 

· A specific problem of using the thesaurus synonym/related terms idea with external crawlers. (Maybe a low priority problem)

3. Necessary to be able to harvest metadata in such a generalized picture by own means 

· crawlers are not by default available for Lucene

4. SSO solution and relationship to metadata standard/setup

· incorporate access policies as metadata at data instance level 

5. Practical ingest and storage solutions for many languages. Facilitate ease of translation and insertion of keywords and concepts

It is a basic problem with the present DDI2-version that it is so tightly linked up with rectangular files or tables/aggregate data. At the moment, we have the possibility to document single files and to link them together in hierarchical systems, but we have no retrieval-related or other functionality making use of relationships. Shifting from DDI2 towards DDI3 as main metadata standard may represent a possibility to incorporate more complex data models in a more flexible way. DDI3 has tried to specify a general mechanism for grouping of files. However, this requires some legitimizing analysis of what kind of needs there actually are for the ability to handle complex data and to what degree DDI3 actually solve such problems in an acceptable way.

If we take as examples some of the most central multinational data collections, they represent:

Eurobarometers:

National samples = some grouping of data units in national groups

Relatively standard cross country questionnaires expressed in national languages. 

Some basic variables are distinct national, political parties, regional system, etc 

Substantive content grouped as themes or modules, recurring at irregular  intervals. 

Some important questions asked repeatedly as trends  

Lots of other questions repeated hap-harzardly. 

Presently almost 150 “studies”, 5 – 32 countries a round, 

Approximately 20 languages, 

16000 questions, 

60000 variables of different kind (lots of grid- and multi-response variables)

ISSP/ESS: 

As a data model, not very different from the Eurobarometers  Sets of units in national samples. Main themes repeated by intervals. One of the major problems is that the true comparative nature generate a huge amount of extra documentation. 

BHPS:

This represent more than one type of analytic unit, individuals, households, families, etc 

Panel, data collected over time for the same unit, an additional “variable”-level construct.

A trend or time-series.

Several projects have been trying to describe the various problems related to complexity of data:  

How to communicate structure and content efficiently   

How to organise complex data for optimal extraction

The dynamics of use and interconnections

Reuse of metadata in data collection instruments, in data documentations processes, etc

An elaborate analysis of needs and implementation potential have to be carried out. This is probably an argument for DDI3 as metadata system. Or, is it possible that these kinds of problems may be solved by simpler means ? Costs and benefits of solutions have to be weighted against each other.

The social sciences (and similar) need very detailed documentation. It is difficult to see other metadata solutions that solves both the analytic user’s problems and the data archival storage, cataloguing and curation problems. But there are open implementation questions.

The twin problems of data deposit/ingest (documentation and publishing) and (controlled) data access (obtain) can not be severed from the data storage problem. A major part of a metadata standardization project is to develop sets of specific supporting resources, classifications, ontologies and best practices. In practical work these components have to be integrated in tools and actually used. Without tools there will be no use. If a more complex data model is used for data storage, appropriate publishing tools and procedures have to be developed. Such tools could be very much like today, either a free-standing dedicated “publisher” or in a variety of mixed database solution. Beyond being an implementation of a grouping mechanism for complex organised data, DDI3 at the most basic level represents a list of  common documentation elements and potentially a xml-based transport format.  On the output / data access side and between the user and the data there has to be inserted an authentication and authorization service that builds on data access policies specified at data level, where information on user rights are carried along during a session since sessions are linked to users. Further, activities have to be logged to a central database for documentation, control and surveillance. Access rights is a topic that is poorly covered by metadata standardisation projects. This is probably because it is rarely implemented as something that follows the data object. Usually a SSO-solution would be depicted as part of the portal presentation layer, at an institutional level. In the information analysis here it is activated at “the bottom” of the system, by how deep the user dig in the data repository information packages, which means that it may be activated at any point in a process, a prospective user is not logging in until it is necessary given the kind of services requested.

An important part of a further decision process is to carry out a relatively detailed analysis of the data complexity problems and try to establish implementation problems and costs, but also to investigate more in detail the user authorization and access problems.

One further important ambition of the extended CESSDA portal is to develop a richer set of fusion layer services, facilitating research oriented services within and potentially across data repositories. The major problem will be connected to loading and comparing data from more than one data repository at a time (?)  These ambitions go beyond most normal portal setups

In the CESSDA portal the basic service is to find data given the user’s search criteria. However, one expected user requirement would be to look for similar or comparative data. We have earlier distinguished this into two categories, comparative data (defined as such =  may be located as such via an attribute, or as a “collection”) or comparable data (comparability established via an actual comparison) This could be the possibility to load data from more than one server and compare, metadata = compare descriptions, data = compare distributions, potentially carrying out harmonization related activities, employing information extracted from the Harmonisation DB. We may then need to keep more than one data-object loaded at a time, either from the same data repository or from different repositories which probably means that we need to load data-objects independent of metadata standard and technical system. This should be allowed independent of or across language used for metadata expression. Such a service should just be loading information packages from different data repositories, if data is available / loaded  it is dependent upon access policy and validated against an AAA setup. A similar “filter“ could then be the need to by default to load the authoritative or the latest or the easiest readable language version of a single data instance, something that often need to infer a resolver service.

Not all data objects will be contrasted/compared to other data, a similar type of problem is to investigate what kind of analytic problems it has been used for, what kind of analytic outputs or e-prints are associated with the data object. In practical terms, this bears some resemblance with the topic of embedding that has become commonplace in newspapers. It is a fact that electronic published work get more references and that academic work with data published get even more references. This calls for connections back and forth between data and e-prints based on the data. This problem calls for persistent identifiers (PIDS) and efficient versioning of data. Identifiers returned from resolution services are not always persistent, so it is important to see that it is the identifier before and with the resolution service connected that is persistent. 

Problems of the portal presentation layer will not be extensively discussed here, basically because they have less effect on the architecture questions. However, it is possible to build a user interface where controlled vocabularies developed within the metadata standardisation work also may function as menus for browsing purposes. The most important here is of course the multilingual thesaurus, that may at the most general level function as browse list, and at more detailed level supply systematic search terms matching itself  from the data documentation work of the ingest process. In addition, one very important function of the thesaurus will be as core component of any translation service, translating search concepts across languages in the data discovery process, and translating core concepts of discovered data back to the user from the resulting hits.  The “portal” component will therefore consist of  a row of services, interfacing with metadata harvesting and indexing, data loading and treatment where a part of that is employing information extracted from the harmonization database. In addition the presentation layer of the portal will employ metadata standardisation elements and the multilingual thesaurus.

Single Sign On

Users enter the system via the portal.  The portal leads researchers to datasets, stored in (sets of) national servers (services). Datasets may represent some open metadata and some potentially more restricted access data.  Different datasets may have different restrictions.  Users are defined as being academic if they belong to an academic institution. 
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If a Norwegian user, via the portal goes to the NSD server and tries to access dataset B, he needs to be authenticated and authorized. The metadata part is for free, but the access to dataset B (or datasets in the group classified as restriction type B) are guarded by some specific conditions. The very simple condition is that the user have to be affiliated with an academic institution.
The server needs to know if this person is the one he pretends to be, and if he is authorised to access data at this level of security.  Exploring metadata is not restricted,  at this level a prospective user is not logged in. When there is an action to access the actual data, the server tells the Discovery Service (WAYF) that user N tries to access resource B. The Discovery Service asks the user: Where Are You From ? and expects to identify the institution the user is affiliated with. It then tells the institution that it has a user that the institution need to authenticate. The institution, via its identity provider (in Norway FEIDE, in Britain Athens or newer) responds by asking for user id and password. If that is delivered and accepted, the message is passed back via the Discovery Service that the user is authenticated.

This does not necessarily mean that he is authorised to access resource B.  When the server knows that the user is authenticated, it can go to the next step, which is to authorize him for use of the data he has requested. In this case we could postulate that the data requested require that users should be affiliated with an academic institution AND that they are enrolled in a relevant project. 

All the data archives need to have an explicit data access policy. Across all servers (services) we should develop a central authorization server, where every dataset is classified into some class / type of access.  The server sends a request to a central authorization server and asks whether the user has the appropriate authorizations to view the data he has requested. 

The central authorization server

It is the central authorization servers’ responsibility to provide the service providers with information about which authorizations a given identity has been granted. 

Some data might require the user to be bound to an institution, to be enrolled in a project, or to have signed an agreement of any kind. These restrictions should be bound to the data itself. Regardless of the restrictions, any attempts to access restricted data or performing restricted actions (e.g. publishing data) will be checked against the authorization server. 

This server should hold information about what conditions (i.e. projects) a given identity is connected to, what agreements the user has signed, etc, and also which other authorizations the user has been given explicitly (and also an explanation for why the user has been granted this authorization). 

All authorizations should be time-limited, and a start- and end-date should be specified for each of them. The server should regularly check that these time-limits have not been passed. If there is x days left of an authorization, the user who is granted the authorization should be notified. The user may be presented with either just a warning that his authorization is about to expire, or he could be given the possibility to extend the time-limit; either by signing a new agreement or by other means. 

[What kind of problems do we envision with such a setup in an international setting?]

For this to work in an international setting one will have to make sure that the modus operandi is the same for all collaborators in the architecture. E.g. all legal agreements will have to cover the same ground, the definitions of projects and teams have to be standardized, and the requirements to be granted an authorization has to be equal in every country. This is more of a challenge when it comes to defining policies, than it is a technical challenge. 

A question that comes into mind is also the geographical location of the central authorization server. Where should it be located, and who should be responsible for keeping it up and running? The authorization server itself will be a vital part of the architecture, and any downtime in it will cause DoS (Denial of Service) at service providers that rely on data from it. 

The identity provider

It is crucial that all identity- and service-providers use technologies that communicate using SAML 2.0, or standards that are compliant with SAML 2.0. The recommendation is that all service providers agree on using the same technology (e.g. Shibboleth).

In the figure below, the different identity providers may be located in different countries, and will deliver identities for different institutions. An example could be the Norwegian provider; FEIDE, which delivers identities for academic institutions. Another example would be Athens. 

The portal

The portal should include a list of services available at the different service providers and information about these different services. 

In addition the portal should be hosting the “Where Are You From”-module (WAYF). This module will be where unauthenticated users arrive when they are trying to access a restricted resource. If we expand on the first case with a Norwegian user accessing Norwegian data through the Norwegian service, it might well be that he discovers an interesting English dataset E at the UKDA server and want to use that too. Then the solution should be that he does not need to log in a second time to a second service.

Use Cases

[image: image6.jpg]User Identity provider 2 Identity provider 3

Centra
authorization serve

Service 3




Case 1
User john wants to use a restricted resource on service 1. (Authorized)

1. John expresses a need for some restricted data on service 1
2. John is not yet logged in at this point, and is therefore forwarded to the Portals WAYF module. 

3. Here he selects which home institution he belongs to, and is forwarded to his respective institutions identity provider. In Johns case, he is a member of [English institution], and his identity will be provided by Athens(?)

4. After providing credentials at Athens, and being successfully authenticated, he is sent back to service 1, where he is authenticated.

5. When service 1 knows that John is authenticated, it can go to the next step, which is to authorize him for the data he has requested. In this case the data requested require that persons who access is bound to an academic institution AND that they are enrolled in a relevant project.

6. Service 1 sends a request to the central authorization server and asks whether John has the appropriate authorizations to view the data he has requested. In this case he has the proper authorization (he is a member of [English institution] AND he is a member of a relevant project), and service 1 is notified that John may receive the requested data.
Case 2

User Jane wants to publish data on service 2. (Unauthorized)

1. Jane expresses a need to publish data on service 2
2. In this case Jane has earlier logged in through her identity provider. Service 2 has received Janes identity tokens and does not need to present credentials again. 

3. Service 2 sends a request to the central authentication server, which checks if Jane is authorized to publish data.

4. In this case Jane is not authorized. She is bound to an academic institution, but she is NOT currently registered with a relevant project. 

Case 3

User Jane wants to access restricted data on service 3. (Unauthorized)

5. Jane expresses a need to access restricted data on service 3
6. In this case Jane has earlier logged in through her identity provider. Service 3 has received Janes identity tokens and does not need to present credentials again. 

7. Service3 sends a request to the central authentication server, which checks if Jane is authorized to publish data.

8. In this case Jane is not authorized. She is bound to an academic institution AND registered with a relevant project. She has however still not signed an agreement stating that none of the accessed information will be used commercially. 

9. Jane is presented with the agreement, and signs this electronically.

10. After the agreement has been signed, the authorization database is updated, and Jane is granted access to the data she originally requested.

 Authorization metadata

This part describes the metadata for restricted data, and how it will need to be set up in order to properly deny access to unauthorized personnel and to grant access to authorized ones. 

Authorization metadata could be handled in two ways. Either the metadata could be located with the data itself, or in the central authorization server.

Regardless of the localization of the metadata it should contain the following information:

1. Which groups/projects are entitled to access the data?

2. Which persons are given explicit access to the data?

3. What legal agreements must have been signed before access to the data can be granted?

4. What are the requirements for obtaining access?

5. Does access to the data imply access to other data as well?

Examples could be that;

1. Only groups/persons associated with a given project will get authorization to access the data

2. A person can explicitly be granted access to data if this is deemed necessary, and if the person has been checked in a manual process

3. Some data may only require that the recipient has signed a legal agreement (e.g. one saying that the data may not be used for commercial gain)

4. The requirements for obtaining access should be written out in plain text so that applicants will know what they are

5. One set of data may imply access to another set of data (e.g. access to a study may imply access to studies based on itself)

The advantage of storing authorization metadata in a central server is that it will be easier to administer for the ones responsible for authorization. 

The advantage of storing this metadata with the data itself is that if the data is copied or moved, the authentication metadata will follow it, unlike with a central system where authorization metadata may get problems with pointing to the right data.
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The figure above illustrates how the metadata of the datasets can hold information about the related datasets. This metadata should be checked thoroughly by the system before data is delivered to any user. The rules for authorization need to be clear to all users and administrators, and it should therefore also be presented with a short description.
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