FP7-212214

B CessaQ ree

Title Final Report and Recommendations (D11.1b)

Work Package WP11

Authors Professor R. Sinnott (National e-Science Centre, Glasgow, UK)
Dissemination Level PU (Public)

Summary/abstract

Part B of the tendered report entitled “Possibilities and Implications of Grid-enabling Social
Science and Humanities Data Collections in the Context of the Council of European Social
Science Data Archives (CESSDA) Research Infrastructure”.



CESSDA PPP — Choices, Resources and Sustaind®djiprt

MNational
e-Science
Centre

Choices, Resources and Sustainability Issues
Relating to a Future Council of European Social
Science Data Archives (CESSDA) e-Infrastructure

Report Drafted as part of the CESSDA Preparatory Phase
Project (CESSDA PPP)

Professor Richard O. Sinnott
National e-Science Centre
University of Glasgow

Kelvin Building

Glasgow, G12 8QQ

United Kingdom

Tel: 0141 330 8606
Fax: 0141 330 8625
Email: r.sinnott@nesc.gla.ac.uk

National e-Science Centre - University of Glasgow ePagf 33




CESSDA PPP — Choices, Resources and Sustaind®djiprt

Document Control

Details

Document Title Resource and Sustainability Isseting to a Future
Council of European Social Science Data Archives
(CESSDA) e-Infrastructure

Funded By University of Essex, UK Data Archive

Circulation CESSDA PPP

Author Prof. Richard O. Sinnott

Version 1.0

Date 3¢ May 2009

Authorised By Hilary Beedham, Ken Miller, Kevin Sakr

Document History

Version Editor Date Description

1.0 Richard Sinnott 3dbMay 2009 Version 1

Comments and feedback from CESSDA PPP membersedmenved on this draft including
any areas where more information or clarificatiomgii be useful.

This work has been funded by the UK Data Archive, University of Essex.

National e-Science Centre - University of Glasgow ePagf 33




CESSDA PPP — Choices, Resources and Sustaind®djiprt

Contents
1 European Grid Initiatives and CESSDA ... eeeeeeeiiiiieiiiiiiissess s sseeeesnnnnns 5
1.1 EGI Strengths and CESSDA ... 6
1.2 EGI Weaknesses and CESSDA...........uuuiiememieiiiiieiiiiiiiiiiiiiss s s 7
1.3 EGI Opportunities and CESSDA ............ocummmeeeereeieiiiiiiiiiniinn e 8
1.4 EGI Threats and CESSDA ........uuuiceeeeee e e e e e e e aneeenenn s 9
2  Cloud Computing and CESSDA .............uutmmmmeieeeieee e e 10
2.1  Cloud Strengths and CESSDA ..........ooo e 11
2.2 ClOUT WEAKNESSES. ....uvvvrrrrunnnnnnss s o s sa s s s s s e e e aeaaaaaaaaaeaaeeesaaaaaaaaeasaeeaeeeees 12
2.3 Cloud Opportunities and CESSDA ...ttt 14
2.4 Cloud Threats and CESSDA ........ccoo ittt annee s 14
3 Own Infrastructure and CESSDA .............oummmmeeeeeiiiiiiiiieeeeeeee e e e e s ssnnsinieeeeessanans 16
3.1 Own Infrastructure Strengths and CESSDA oo 16
3.2 Own Infrastructure Weaknesses and CESSDA . coiiiiiiiiiiiiiiiiieeiiiiiiiiiiinnnens 18
3.3 Own Infrastructure Opportunities and CESSDA........cccoiiiiiieeee 19
34 Own Infrastructure Threats and CESSDA ... 19
4  CESSDA e-Infrastructure Considerations............ovvvvveeeeeeeeeuuiennennnnnennnneeseens 20
4.1 Initial and Annual Cost for the CESSDA CONSOT..........cvvvviriiiiiiiiiineeeeeeeeeennn 21
4.1.1 Initial and Annual Cost for a Grid-based &sftructure ...........cccoevvvvvvviiiiinnnnne. 21.
4.1.2 Initial and Annual Cost for a Cloud-based SB3 e-Infrastructure.................... 25
4.1.3 Initial and Annual Cost for a CESSDA e-Infrasture.............ccccovvviviiiiiieeeenenn. 26
4.2 Is it possible to charge individual users andistitutes based on their usage? ........... 27
4.2.1 Grid Infrastructure Charging ... 27
4.2.2 Cloud Infrastructure Charging ..........ccccceveieieiieeeieieiiiiiiiiiiiiieeeeeeeeees 28
4.2.3 Own Infrastructure Charging ...........uceeeeeriiiieiiieeieieieiieiiiiiiee e 28
4.3 Where can CESSDA apply for funding for the remance and sustainability of the
1= LS (U o1 (0 [ X PP PP R UPPPRPPIN 29
4.4 What can be expected of the longevity of theseh technology? .........cccccvviieeieenn. 29
4.4.1 Grid TECANOIOGIES .....eeeeiieiieeei ittt 29
4.4.2 Cloud TeCNNOIOGIES. .. ..t e e e e 30
4.4.3 Service-oriented Architecture Technologies.............ccccoivviiiiiiiiiieieiiiiiiieees 30
I O] o T 11153 o] o PR ERPUPR PP 31
Annex 1: CESSDA PPP Report SPecCifiCation .............uuuvuiiiiiiiiiiiiiiiieiieeeee e eeeeeeeenn 33

National e-Science Centre - University of Glasgow ePagf 33




CESSDA PPP — Choices, Resources and Sustaind®djiprt

Executive Summary

The existing Council of European Social Science Datehives (CESSDA) is planning a major
upgrade of its existing research infrastructureoider to ensure that European social science and
humanities researchers have access to, and gaporsupr, data resources they require to conduct
research of the highest quality, irrespective @& tbcation of either researcher or data within the
European research area. In addressing these condeenplanned upgrade will develop CESSDA
from the current situation in which the member oigations work with limited national resources, to
create a common platform, sharing a common missidth, a stronger form of integration in which
expertise is genuinely pooled, shared and apphed co-ordinated pan-European experience. This
will facilitate the delivery of a fully-integratedata archive infrastructure for social science and
humanities researchers, allowing seamless accessrtany data holdings across Europe as possible.

One way that such an infrastructure can be devdlapéhrough the Grid paradigm and associated
middleware. A previous report [CR1] drafted for tBESSDA gave an overview and analysis of the
possibilities and implications of Grid-enabling sdcscience and humanities data collections in the
context of the existing CESSDA research infrastmectto support a future-Infrastructure (also
referred to as cyber-Infrastructure) supportingrdeas, secure access to distributed data collextion
This report builds directly upon the previous repand focuses in particular upon the specific
technological choices, and associated resource saisthinability issues relating to a future e-
Infrastructure. In particular the report addrestfes following key questionwhat are the effects of
choosing a Grid or Cloud-based solution in termsasft, effort, maintainability and future developrs
when compared to traditional solutions like clisetver based infrastructures and/or non-Grid ou@@lo
based service oriented architectures (SOA).

In addressing this question, the report discuskespros and cons of three key choices for the
implementation of a new CESSDA e-Infrastructure:

« CESSDA implements its own infrastructure basedxastiag client-server or SOA models;

* CESSDA joins an already ongoing initiative and slBaesources with other disciplines using Grid

technologies;

e« CESSDA exploits cloud computing services.
These pros and cons are considered along with apptes and threats that might be associated with
a particular choice. In particular we consider ¢tbasequences of these choices in terms of initidl a
annual investments to CESSDA,; the granularity ef plotential charging and accounting models of
these choices to CESSDA,; the long term sustailaifithese technologies and the impact on future
funding and revenue streams associated with thesieas to CESSDA.

The rest of this report is structured as followsctibn 1 begins with an overview of the European
Grid context and summarises the efforts to estaldi€uropean-wide Grid-based e-Infrastructure and
what this might mean in the context of the CESS¥&ction 2 explores cloud computing and
identifies what this might mean to CESSDA and thaifigations and potential pitfalls of adopting a
cloud based infrastructure for CESSDA. Section 3i$es upon the advantages and disadvantages of
CESSDA developing and supporting its own in-housen-Goid/cloud-based service-oriented
architecture infrastructure. Section 4 looks at#mequestions related to the impact and ramifora
of the various possible approaches open to CESSDAtsofuture roadmap, both with regard to
establishing and maintaining an e-Infrastructure @ESSDA and longer term impacts of these
choices to CESSDA. Finally section 4 summarises¢ipert and identifies various recommendations
that should be followed for CESSDA to consider énavolution.

This report is based upon both the experienceseddim development of numerous Grid-based e-
Infrastructures at the National e-Science CentreS@l —www.nesc.ac.uk at the University of
Glasgow to support a multitude of researchersfierdint research domains exploiting a wide range of
Grid middleware. NeSC Glasgow does not promotewns middleware and has no vested interest in
any particular Grid, cloud or other middlewareiatites.
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1 European Grid Initiatives and CESSDA

There are a range of national and internationaffredtructure initiatives that could or should infor
any strategic directions that the future CESSDAaRbpts. As identified in the first report [CR1]
many of these efforts are not strictly aligned witte requirements of CESSDA RI since they
primarily focus upon supporting communities reqgriaccess to and use of high performance
computing (HPC) facilities. However it is the cabat the vision of the Grid and e-Research in
general has been to provide research environmdrsavaccess to and use of a variety of resources is
made seamless — both HPC resources and data res@agdypified by the CESSDA RI as well as
other more specialised resources. With the futtESEEDA RI supporting inter-disciplinary research
communities including those not currently supporgdor interacting with CESSDA, this model of
seamless access to distributed resources moreadjgrieressential.

In terms of major Grid infrastructures that existldy and proposals for the future there are
numerous national initiatives. In the UK, the UKSeience National Grid Service (NGS -
www.ngs.ac.uk has recently been awarded continuation fundinghgy Engineering and Physical
Sciences Research Council (EPSR@wawv.epsrc.ac.ukand Joint Information Systems Committee
(JISC —www.jisc.ac.ulj; the German Federal Ministry of Education and Rede has funded the
second phase of development of the D-Grdw.d-grid.dg; the Baltic states (Belarus, Estonia,
Latvia, Poland, Lithuania) have established jointfeastructure efforts with Sweden and CERN in
Switzerland through the BalticGridhtfp://www.balticgrid.orgy initiative; the Scandinavian countries
of Denmark, Finland, Norway and Sweden have estiadbdi the NorduGridwww.nordugrid.org e-
Infrastructure initiative and similar national Griditiatives have taken place in the Netherlands
(www.dutchgrid.n), and Ireland ww.grid.i€). Internationally, the US TeraGrigvivw.teragrid.org
and the Japanese Naregi Gndaw.naregi.org represent two of the larger international effovigth
projects such as Grid Asiavww.gridatasia.ngtexploring European, China and South Korea inter-
Grid research efforts. In Europe, the predominamopean-wide Grid efforts have largely focused
around supporting communities such as the parpbigsicists through the Enabling Grids for e-
Science (EGEE) projectwivw.eu-egee.ory/which is now nearing the end of its funding stnea
EGEE-IIl is due to run to the end of 2009 and disicussare now taking place on the future European
roadmap for e-Infrastructures.

To this end, the European Grid Initiative (EGI) @@sStudy [EGI] was started in September
2007 and funded under the European CommissidhBra@mework. The EGI Design Study represents
an effort to link up the individual European natoNational Grid Initiatives (NGIs) into a sustabia
pan-European distributed grid infrastructure whiclis proposed, will be application domain neutral.
The goal of this design study is multi-fold. It ainws evaluate use cases for the applicability of a
coordinated EGI effort; to identify processes anctima@isms for establishing an EGI; to define the
structure of a corresponding coordinating bodytf@ EGI, and ultimately to initiate the construction
of the EGI organisation itself. In early 2009 itsvdecided that the EGI will be coordinated through
Amsterdam, Netherlands. The EGI Design Study dfitsurrently supported by over 30 NGIs whose
representatives sit on the EGI-Design Study polmgrd.

It is envisioned that the EGI organisation will coence operations in January 2010, so a
European Grid infrastructure is in place beforeghd of EGEE-IIIl. In June 2009, it is expected that
the EGI policy board will sign an interim Memoramadwf Understanding (MoU) framework prior to
setting up the EGI organisation, to allow commencagnaé the EGI Council operations. This MoU
will be associated with collection of funds to foensmall central team and employ a Director of EGI.
In the UK at least, both JISC and the Science ardhiiologies Facilities Council (STFC —
www.stfc.ac.ulk have both indicated that they are prepared tthbdegal entity which will sign the
interim MoU and pay the first year's membership (€@6,000). However it is still unclear who will
pay this annual fee in the longer term. It is hkéHat the NGI for the UK will be the NGS. However,
it is important to note that there is no absolgeeament that the EGI will happen, and if it does so
that all NGls will be involved and if so, to whattent.

Having said this, the potential relationship betw€ESSDA and the EGI is important to clarify.
It is highly unlikely that any given organisatiom ihe CESSDA, e.g. the UK Data Archives, would
expect to formally engage in the EGI directly. RatEGl is expected to be a federation of NGls. This
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is a key point as it has both potential benefitd potential drawbacks that we outline in the folilogy
sections. In many ways the proposed EGI modelnslai to the existing CESSDA collaborative
model in its organisation structure with each memdrganisation/country responsible for their own
national resources and providing federated accessiote international resources.

In terms of resource requirements, the EGI Desitgdysdocument currently foresees that the EGI
will require significant resources to support trengral operation of the infrastructure (17 FTES); to
deal with middleware interfaces and certificatimncerns (8 FTES); to address application support
and training (11 FTES); to support external funtsig4 FTES) and management and administration
(11 FTEs). The EGI Design Study document identiftest these 51 FTEs represent only a small
fraction, equivalent to a few percent, of the tatbrt spent on Grid infrastructure in Europe taday
Furthermore, the document also identifies thatwo an NGI as part of EGI, it is estimated that
between 2.5 and 30 FTEs are necessary to coveatlie fegional and international tasks. The precise
requirement depends on the size of the NGI, demahdbe local user communities and on the
commitment to take up international tasks. It asgdleat in countries with an operating Grid
infrastructure, most of these resources alreadst exid are resourced accordingly.

In surveys and workshops that have been organisetie UK by EPSRC, researchers from
multiple application domains and a variety of didicies have said they would be keen to use the EGI
if it would: enable collaboration; provide a commiafrastructure; provide easy access to large scale
computer resource power across European facilities, cheap to use and had an adequate support
system. However they also stated that they woelddierred from using the facility if: it was dftilt
to use or was unreliable; local resources werecseifit for their needs; security was not adequidite;
financial and personal time costs were too highwésn’'t connected to local infrastructure and
resources; did not allow interoperability with athgrids; the infrastructure did not appear to be
sustainable or if it became too bureaucratic. Mahythese considerations map directly upon the
demands of the CESSDA RI and the social sciencargseommunity more generally.

In more detail, there are many pros and cons afbéshing an EGI which are likely to directly
impact upon the future direction of the CESSDA Riheuld the CESSDA RI decide that it wishes to
be part of an EGI. To this end a Strengths, Weaksgs3gportunities and Threats (SWOT) analysis
of EGI was undertaken by EPSRC in the UK. This idetithe following strengths, weaknesses,
opportunities and threats. In each case we idemByes and points that are directly relevant to
CESSDA.

We emphasise that the EGI is not yet confirmetkptesents a proposal that has been put forward
and is currently being reviewed by NGls and thelfog bodies that fund such NGls. It might well be
the case that the EGI itself does not actually happeat least not in the form in which it is curtlg
described. Nevertheless it represents arguablynttet enhanced proposal for a future European-wide
framework for a Grid infrastructure. As such, it iselevant to CESSDA and the
advantages/disadvantages considered accordingly.

1.1 EGI Strengths and CESSDA

= EU Support- EGI Design Study is currently supported by ov@mMN&5ls whose representatives sit
on the EGI Design Study Policy Board. EGI DesigndgtiPolicy Board will become the EGI
Council when the EGI is created.

o There is thus a major European-wide support netvibat CESSDA RI might benefit
from. However this support network is likely to pemarily to support HPC
researchers. Nevertheless the proposed “applicatientral’l emphasis of the EGI
might enable wider data-oriented Grid support toleeeraged for domains like the
social sciences.

= Status- Europe will continue to host the largest mulliesce grid.

o To a certain extent this is potentially less impattfor CESSDA and more a question
of kudos on the international HPC supercomputiraget However that said the scale
could have importance if the wider e-Infrastructuvas used for larger scale, wider
inter-disciplinary collaborations, e.g. building fge scale indexes of inter-
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disciplinary national and international data setsciuding the social sciences that
subsequently allows rapid searching.

= Coordination- The EGI will ensure pan-European grid coordimatiy linking up the existing
NGIs and actively supporting the set-up and irigiaof new NGIs, and will aim at standardisation
wherever reasonable.
0 This has a direct impact upon the CESSDA and reptesanpotentially timely
opportunity, especially with the future focus of SSDA Rl to engage with countries
that are not yet part of the CESSDA as describ€geE8SDA PPP WP6 and WP7

= Efficiency- The use of the EGI avoids each project havingréate an international e-infrastructure

with all other countries involved in each interoagl project. If this n+n negotiation and e-

infrastructure establishment were undertaken iddizily for each international project or

community it would be considerably less efficieahd therefore more expensive at a national or

European level) than using the EGI to support thieroperability and provide accounting
information on the use of the e-infrastructure bgteproject.

o0 This is one of the primary goals of the CESSDA Risaind objectives. Through the

EGI it may thus be possible to establish this ailtimass for CESSDA and leverage
multi-national engagement in one fell swoop.

= Applicability - The EGI hopes to provide a generic infrastrietwhich is application domain
neutral. It intends to overcome the currently pee barriers to outsiders to join the EGEE
infrastructure as users or resource providersyatuace the current overheads required by EGEE to
join the e-infrastructure.
0 At face value, this application neutrality is a hliglklesirable feature for the CESSDA
RI since it does not preclude the social sciencesvdyer some key aspects are worth
noting on the current EGI Design Study documenstly, the study document states
that the EGI will “not simply be a continuance oGEE-III" and as a result be an
infrastructure primarily for the Large Hadron Cadller (LHC) particle physics
community, i.e. an EGEE-IV. That said however, #whnical description of work
proposed specifically states that it proposes topadhe EGEE-III infrastructure and
technology as the starting point (Page 29, sechid). Furthermore, little mention is
made of the impact that the LHC going live will daan the EGI. Up to now the
EGEE infrastructure has been largely focused upon Isitions of representative
data. When the LHC is live, the data that is getestanay put great demands upon
both the EGEE infrastructure and the support persbnfas factor may well be key
to the resource and impact on future choices of CES®hen considered EGI
involvement.

1.2 EGI Weaknesses and CESSDA

= Cost- There are large cost implications to joining 8€l. Each country will have to a pay an
annual membership fee (at least €76,000 for casitlike the UK but decreasing for other
countries down to 1,400€ for Moldova and Macedgraay the estimated annual cost of an NGl is
expected to be between €2 and €4M. It is notedtieatost of middleware (which is essential for
the success of the EGI) is outside the EGI fundingleh@nd will require additional financial
support by key stakeholders in EGI.

0 The impact of cost to the CESSDA RI may be a moot ipdt is the case that a NGI
exists and is prepared to pay these costs. In teatJleast it is not clear who will
pay these on-going yearly costs. If it happenis ftighly likely that the EPSRC and
JISC would be the primary contributors however iigim be the case that a research
council-wide contribution might be sought. Thui ¥fas agreed that the CESSDA RI
would be involved in the EGI, then the Economic &utial Sciences Research
Council (ESRC www.esrc.ac.ukmay be asked to contribute to either the yearly
membership costs or the running and support cdisis.noted that it is highly likely

National e-Science Centre - University of Glasgow ‘ ePagf 33




CESSDA PPP — Choices, Resources and Sustaind®djiprt

that the more HPC oriented research disciplines asdociated research councils
would be expected to shoulder more of the costghétime of writing no cross
council initiatives or discussions have taken place

= Sustainability- None of the NGIs hold long-term funding commititee In the UK at least, JISC
and STFC are prepared to sign an interim MoU, lmgussions over responsibility for long-term
funding are yet to be held.

o This is a key factor for CESSDA RI as identifiedha initial requirements of the
tender document. The benefit of EGI in this respethat long term sustainability
issues will_potentiallynot rest solely on CESSDA but can be shared acratsnal
initiatives. Potentially is underlined here sinée tsustainability of the EGI might not
in itself support all aspects of sustainability tt@ESSDA requires, e.g. longer term
data management, but instead focus upon sustaityabif HPC-oriented e-
Infrastructures ala EGEE.

= EU integration- The EGI has not yet made arrangements with respgrbviding a common Grid
infrastructure aligned with similar on-going majefforts such as the Partnership for Advanced
Computing in Europe (PRACE -www.prace-project.ely or the Distributed European
Infrastructure for Supercomputing Applications (BBI—www.deisa.el Although it is noted that
the requirement for at least common authenticatarthorization, accounting and data sharing
exists and will be addressed later in 2009.

o In terms of CESSDA, such wider more HPC-oriented Bbgmation may not be a
showstopper. However, having a common authenticatauthorisation and data
sharing infrastructure will address many of the keyquirements of the future
CESSDA RI as outlined in [CR1], thus leveraging thef$erts would potentially be
highly beneficial.

1.3 EGI Opportunities and CESSDA

= Research This is the major driving force behind the E®ksearchers of one project should be
enabled to work seamlessly together within a cqumtnd also across countries; this should
encourage cross-disciplinary cooperation, the sbadf resources and data, and enable major
research breakthroughs.

0 This is at the heart of the future CESSDA RI. Leyie@EGI efforts from this respect
would be highly beneficial for CESSDA since it wioallow CESSDA to be involved
in truly inter-disciplinary, international infrastrcture and be directly involved in
research involving social sciences and the widen-social science research
communities.

= Innovation- The transfer of expertise to areas beyond scjemce e-Health, e-Government, e-
Learning, and the use of e-Infrastructures as difistent platforms for large-scale technological
experimentation, e.g. the future Internet, areedéht dimensions that EGI could allow to be
explored.

o For CESSDA, the EGI infrastructure itself could poevia platform for engaging in a
wide range of social science related research. Téxsloring how infrastructures
such as EGI change the dynamic of collaboration #redsocio-economic aspects of
data sharing. This is an indirect benefit howevesttmight be of interest to some
social scientists, but is not in itself the priméogus of the CESSDA RI efforts.

= Influence- If a given country is a founding partner of &@&l, then they will have a seat on the EGI
Council and therefore have more influence ovetiganisation and related services.

Y] am on the EPSRC Strategic Advisory Team on HRCeamfrastructure and the EGI and its impact extbe UK
research communities has been discussed at medfEiRGRC are still evaluating whether EGI is a gioeeé for the UK
engineering and physical sciences. | note that EPSRlistinct from the Science and Technology Faesl Council (STFC —
www.stfc.ac.ulk who fund research such as particle physics amth@avily involved in EGEE work for example.
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o Similarly, if the social sciences are helping tavdrforward the requirements of the
NGI and EGI, then they would expect to have motaente in the strategic direction
of the infrastructure and research that is suppdrtie is noted in the UK at least that
the social sciences are actively driving forwardnypavider NGI requirements. This is
exemplified both through major ESRC funding streaetated to e-Social science,
e.g. the National Centre for e-Social Science (N&CeBww.ncess.ac.jland through
major recent JISC funding streams in the area dfiadosimulation such as the
National e-Infrastructure for Social Simulation (IS& -www.neiss.org.yk

1.4 EGI Threats and CESSDA

= Sustainability — Signing an interim MoU will raise expectations ¢ong-term commitment.
Disengagement could potentially reflect poorly ogiveen NGI. The issue of sustainability affects
all of the current NGls, and if for example a givleiGl were to disengage, the costs of their
contribution would have to be met by other partraars the EGI could thus be a weaker entity.
0 This is an issue but less so if CESSDA were paatwider NGI like the NGS in the
UK for example. It should be noted that full sussdility of the EGI operations is
expected to eventually be achieved using natiooablihg only, helped by the
expectation that effort to operate the EGI infrasture can be gradually decreased
thanks to streamlining and automation. HoweverE® Design Study document also
identifies that in the highly dynamic environmerit distributed computing, EC
funding for innovation has to continue — most laliicon a project basis. It also
identifies that for EGI sustainability, NGI co-fundi is expected to total 20 M€/year
with an equal matching EC contribution to cover #simated costs of the EGI
organisational tasks and international tasks in NGI

» Research Focus CERN is a lead partner in the EGI Design Study dreditplementation of a
Grid to replace EGEE-IIl is a huge driving force mehthe EGI, although the EGI stakeholders are
keen to stress that EGI is not simply a continumetbEGEE or any other infrastructure project. If a
given country NGI does not engage at an early sttgge is a concern that their own national
requirements will be taken over by the requiremeinthe particle physics community — should the
EGI actually happen of course!

o This is perhaps the greatest concern related to @&SSDA RI and its potential
relationship with the EGI. Will the requirementstioé social sciences shape the EGI
or will it be dictated to by larger and more estished HPC-oriented communities?
This question is currently difficult to answer wihy degree of confidence. However
looking at the UK NGI represented by the NGS, dléar that they are committed to
working with and supporting other less HPC-orientddmains like the social
sciences. Up to now this has primarily been in tieldy straightforward ways, e.g.
supporting open source packages such as R on thethsB®an be used by social
scientists and others. The larger challenge of g@imtgin more depth in application
domains, e.g. in helping to support and maintaicess to data and services for
managing that data has not yet materialised nomfinopinion) is it likely to since the
NGS are not resourced for such activities. Rather tends to happen through shorter
term ESRC/JISC funded projects for example. Givesny the question of research
focus and relationship between national social soée research requirements of
CESSDA organisations and their respective NGIs reguicareful scoping and
alignment. Thus there may well be strong links-8oeial Sciences in the UK with the
NGS and major ESRC and JISC projects, but are attterational communities and
their e-Infrastructure/e-Research efforts similadyigned and are future funding
streams similarly supported? Looking at the wideteinational perspective, the
relationship between CESSDA and EGI as a wholeiregjicareful scoping and
alignment. Thus existing members of CESSDA may n@ &ay existing NGI or
national resources to establish one for example?
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2 Cloud Computing and CESSDA

To understand the relationship and hence possdsildf cloud computing for a future CESSDA R, it
is necessary to clarify what is meant by cloud cotimg. Many regard access to remote software
and/or services as cloud computing (often refetoeds working in the cloud). Simple examples of
this might be email accounts supported and manbgaeémote providers such as Microsoft hotmail
or Google gmail. Such models have been refinedeatehded and exploit a range of web services and
service oriented architectures to provide accesstimcreasingly wide range of distributed resosirce
and capabilities. The ultimate vision of this Softevas a Service (SaaS) model is that end users will
no longer have to buy and install software on tlein machine but will simply access and use
resources that are offered remotely. Many majodeenincluding IBM, Microsoft are now offering
such possibilities and are providing cloud-orientdedelopment environments that allow exploitation
of such capabilities, e.g. the Microsoft Azure faan (http://www.microsoft.com/azujeGoogle App
Engine platform Http://code.google.com/appengjne Engine Yard's Vertebra platform
(http://www.engineyard.com/vertera and the  open source Eucalyptus  platform
(http://www.eucalyptus.cojito name but a few.

This is not the only model and/or interpretationctfud computing however. Many providers
such as Amazon now offer access to virtual reseueg. virtual servers running on server farms tha
Amazon manages. These can be used for a variepurpioses that are often application domain
specific. This model is often referred to as Infnasture (or Platform) as a Service (laaS/Paa3)eOt
interpretations of this model include on-demand potimg and utility computing. The Amazon
Elastic Compute Cloud (EC2http://aws.amazon.com/egds one example of this where end users
can purchase a variety of different virtual machinehese can be preconfigured depending upon the
particular user requirements and the particulargihg arrangements. The EC2 cloud for example
offers a variety of virtual machines with differespierating systems and database configurationathat
user can pay for, e.g. a Windows 2008 server wigi.Server installed on a machine with 8Gb and
250Gb disk space. Alternatively the user can simiplly access to and use of virtual servers
themselves and configure them as they see fit. This be achieved through uploading and
deployment of locally configured machine images.

Key to this model is the concept of virtualisatiarhus the end user does not buy a machine
directly, but buys a virtual machine or more lik@lyset of virtual machines, that run on servertelus
resources that Amazon manages. When a user prgwdservice requires more servers, e.g. to scale
their systems, then they can simply acquire (bugyervirtual servers. There are a wide range of
virtualisation technologies that exist today inéhgd VMware (ttp://www.vmware.con)/ Xen
(www.xen.org, and Microsoft's Hyper-V solutiorh{tp://www.microsoft.com/virtualization

Other data-oriented models of cloud computing erigt. the Amazon Simple Storage Service (S3
- http://aws.amazon.com/3353 focuses upon outsourcing the storage and geament of data. Once
again, users can add more resources or indeednre@sources at any time when their data
requirements change over time. The model is thsggded for on-demand resource utilisation that
can scale accordingly. The business community, édpethe small to medium business enterprise
community, have been strong advocates of cloud otimp and the leasing of infrastructure it
provides.

There are many flavours of clouds that exist. Rubibuds such as Amazon’s EC2 service where
resources are dynamically provisioned on a selfisetbasis to third party providers over the In&trn
via web services are the most common current mételate clouds describe offerings that emulate
cloud computing but running on private networksrespnt an alternative model. Hybrid combinations
of these also exist, e.g. the Eucalptus system earséd for hybrid cloud-based solutions.

It is fair to say that cloud computing represetits latest thingwith many academic research
groups and commercial enterprises now involvedsgearch into cloud based computing and offering
cloud based systems and solutions. With this fhiade of affairs in mind, it is difficult to stateith
any great degree of certainty exactly what kindngpact cloud based approaches or solutions may
have with regard to a future CESSDA RI. Howeverently we can identify the potential strengths,
weaknesses, opportunities and threats offereddudaomputing to a future CESSDA RI.
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2.1 Cloud Strengths and CESSDA

There are numerous potential benefits of cloud cdimguand related technologies in the context of
the future CESSDA RI. We outline some of the keyaaref clouds and identify their potential
benefits to CESSDA.

» Capital Expenditure €louds allow services providers and third partyiser providers to avoid
capital expenditure investment on hardware, softwand services. Instead cloud computing
allows for a variety of other models, e.g. pay-as-go or subscription-oriented models of
infrastructure usage.

o | believe that the existing CESSDA infrastructurends limited by a lack of major
hardware resources that are restricting growth agblution of CESSDA. Unless a
future CESSDA RI has far greater requirements on detaagement and importantly
on data processing than currently exists, the rognitosts of managing a CESSDA
data centre are not in themselves especially orerBather it is a lack of integration
of existing systems, harmonisation of data sets sewlrity that are the primary
issues that must be tackled and addressed by sef@ESSDA RI

* Reduced Entry Barriers- clouds can offer lower entry level access toeptilly large-scale
shared infrastructure, with low management overbdadterms of managing large scale server
infrastructures) and immediate access to a braagkraf applications.

0 The reduced entry barrier is not in itself a grdenefit for a future CESSDA RI. As
identified above, | believe that the CESSDA is motently constrained by access to
large scale infrastructures. However, the cloud elodan allow for peak usage
periods of CESSDA to be addressed. This might beaathithrough replication of
infrastructure, e.g. data services and data setshjext to licensing and security
considerations) on cloud infrastructures.

« Software Manageability- clouds allow easier management and deploymergofifvare on a
larger scale for user communities. Thus rather #id@mpting to manage complex large scale
deployments on heterogeneous infrastructures, glretrtualisation, clouds allow virtual images
to be securely uploaded for use by different usemraunities.

o Adopting the cloud based model of creating virtuadges and uploading them and
deploying them on remotely managed shared infrasire is relatively easy to
achieve. However this model has drawbacks for CES$stly, the heterogeneity
of the CESSDA middleware is not the major impedinendstablishing a future
CESSDA RI rather it is more important to have anastfiructure supporting secure
access to distributed data resources. Secondlgraperability of clouds is still very
much an area being actively explored with littleagantees currently being offered
with regards to inter-operability between cloud piders. Instead the onus is very
much placed upon the third party providers who asing clouds to ensure that the
services and resources that they make availableutyin clouds are inter-operable
with other resources, i.e. there is nothing in theuds themselves that address this.
Given this, the advantages of creating and uplogdimtual images as a mechanism
for addressing issues of software manageability erity is impacted directly. It is
worth noting that the Grid community themselves awnerently actively pursuing
issues related to Grid and cloud interoperabiliggg. the Open Grid Forum (OGF)
has recently launched the Open Cloud Computingfate Working Group (OCCI-
WG - http://www.ogf.org/News/news.php?id=)3&hich aims to define an API for
cloud infrastructure delivered on-demand.

» Cloud Focus and Noveltythere is currently a huge amount of effort in cloathted technologies
and systems, both in academia and in industry.rGilvis, many of the issues that clouds currently
face are being explored on many fronts and operstigus that need to be addressed by
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communities such as CESSDA can be fed in and usddve the requirements of future cloud
related research and technologies.

0 Whilst it is the case that a future CESSDA RI cdaddefit from “riding the current
wave” of cloud interest and help to both lead andsel the requirements of cloud
related research, the primary focus of CESSDA isimatself technology-oriented.
Rather it is delivery of stable services supportthg international social science
community that is paramount. Nevertheless, it isnawledged that such focus and
effort is highly relevant since there is an actbeenmunity exploring issues relating to
cloud-based computing. This may not be so withiqdar flavours of middleware for
example.

2.2 Cloud Weaknesses

» Vendor lock-in -cloud computing can potentially limit the freedomusers/third party service
providers by making them dependent upon partictiznd computing providers. Thus at present
it is often only possible to use applications awies that the cloud provider is willing to offer.
This can often give rise to difficulties when mityng applications between clouds for example.
Furthermore, once a user has adopted a particldad grovider and deployed a variety of
applications and data sets, they are to a giveenextied to whatever charging model and
whatever fluctuations in charging that the clouovinter wishes to impose.

o This is a potential major concern for CESSDA and tre should be considered
carefully before cloud models and cloud providers aonsidered. In the current
business climate, there is no guarantee that aaydprovider will continue to exist
and/or be able to offer their services at a guaesut rate. Whilst it is unlikely that
organisations like Google or Amazon will cease xtisteentirely, it may well be the
case that the business models that are offeredhdiy éxisting cloud based solutions
will continue in their current form. Indeed Richafétallman (founder of the free
software foundation) argues that cloud computingimply a trap aimed at forcing
more people to buy into locked, proprietary systénas would cost them more and
more over time.

e Cloud Security -some of the main concerns with cloud computinth&ir current incarnation are
to do with security and the issues associated détia privacy and potential hosting of personal
data on a third party resource.

0 This is a major limitation for cloud based solutsim their current form for CESSDA.
For more security-oriented data sets, e.g. soci@rme data down to the individual
level, it is often simply not tenable to host certdata sets on remote cloud-based
service provider resources. Furthermore, existiigud security models are still
evolving. Different cloud providers will have thavn individual approaches for
establishing and managing security. Thus with Amdporexample, the individual
purchasing resources on the EC2 cloud will downlaguliblic/private key pair which
is used for future access to and use of the ECQuress. This can be used to define
firewall policies, activate certain services andadgvate other services or indeed set
up particular groups that can access and use certdoud resources. However this is
primarily an Amazon based security solution. Theeascto individual data sets or
supporting finer grained access control decisionsagcess to and use of particular
services making certain data sets available descrim [CR1] for example cannot
easily be supported right now. Or put another vihis is left up to the individual user
(service provider) making use of the cloud resaosirce

» Cloud Regulatory and Liability issuesthere are currently many open questions withrega
regulation and liability associated with cloud po®rs. Clouds can in principle exist on virtual
resources scattered around the globe. As suchnitagybecome subject to complex geopolitical
issues, e.g. the ethics of what data can be keptwdrere it can be kept may differ between
countries and regions. Furthermore, cloud provideesespecially wary of making commitments
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with regard to data loss or infrastructure failorere generally, indeed many cloud providers, e.qg.
Amazon EC2, explicitly state that it is up to theenssof the cloud to ensure that they have
addressed all regulatory concerns and that theygblves are liable for any issues associated with
data loss for example.

0 This is a major concern for CESSDA since there igrinciple no guarantee that a
cloud provider can/will make with regard to enswgrithat the deployed services
and/or data sets are not accessed and used bysotRether this is pushed on to the
user (service provider). Given this and the natafemany of the CESSDA RI data
resources, this is a major limitation of clouds. Wwver, if a given CESSDA
organisation themselves wished to support a cloadet infrastructure, i.e. as
opposed to accessing and using a cloud offered rbexernal third party cloud
provider, then many of these issues would not arise

e Cost Issues the immediate cost benefits of cloud computing caer the longer term, become a
liability and cost more than owning and managirgcal resource.

o Whilst the short term benefits of cloud computiag be a major factor in deciding to
exploit clouds, longer term these costs can becexaessive. As a concrete example
of this albeit from a high performance computingngideration, the ScotGrid
(www.scotgrid.ac.ukinfrastructure at the University of Glasgow wasrghased at
the end of 2006 for a price of £550k as a centaahpute facility for the campus and
for use in a variety of collaborative e-Sciencejpcts. This facility has processed
over 1.5 million jobs and clocked up over 6.7 milliCPU hours with a typical
utilisation of over 90%. ScotGrid runs close to 2durs per day and 365 days per
year excluding minor time outs due to system upggaend individual server
failures/adjustments. As a representative exampliefcloud computing providers,
Amazon’s EC2 cloud currently offers similar speaificn servers to ScotGrid for
approximately 30p per CPU hour, with data transfates into the Amazon EC2 cloud
of 7p per GB and data transfer out of the Amazo ElGud costing in the region of
10p per GB. The Amazon Elastic Block Store assatiatéth EC2 costs
approximately 8p per GB. Based upon these ratebgeifGPU time on the ScotGrid
infrastructure had been bought on the Amazon EC2d;lthis would have resulted in
an overall charge of £1.8M for CPU time alone! THata storage and transfer
into/out of ScotGrid would have resulted in fegsgf@ater than £2M. In short, longer
term usage of infrastructure is far more cost dffecwhen bought and managed
locally when compared to existing pay on-demandic¢tlmodels. We note that we
acknowledge the local system administration andtedgty costs both for running
and cooling ScotGrid also have to be factored inehéut this still equates to more
than triple the actual cost of the ScotGrid infrasture itself.

» Data management eloud computing offers a scalable and flexible niddedata storage where
additional resources can be requested and madetdeadn-demand as data storage requirements
vary. Clouds in themselves however do not addtessrany challenges of data management and
the data lifecycle more generally.

0 Major cloud providers such as the Amazon S3 senfie resources that can be used
for data storage. However, whilst S3 allows fokiliée arrangements on data storage
the whole issue of data management is effectivedirgd on to the user. Thus there is
no direct facility for cloud computing that can beed to address issues of access to
and use of data and meta-data directly. Ratheryises which give access to data
have to be defined by the cloud customer (servioeiger) for others (end users). We
note that some cloud providers do provide certapabilities, e.g. for data back-up,
but the fundamental issues facing CESSDA with remadédta management including
data access, variable naming and data harmonisagtn) still exist and clouds in
themselves do nothing to address this.
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2.3 Cloud Opportunities and CESSDA

Cloud revolution— whilst section 2.2 has identified the numeropsroissues related to clouds, it
is the case that despite this, there is huge isitémecloud-based systems. This interest also gives
rise to various opportunities to CESSDA and acdesgotential current and future funding
streams.

0 Whilst the focus of CESSDA is not in itself on tkglatation of novel platforms for
social scientists or explorations of next genemtitechnologies like clouds in
themselves, it is the case that this future teaduyofocus can offer access to a wide
variety of additional funding streams. Thus it isetcase that novel research
augmented with novel software systems often hasoager chance of receiving
funding than research based upon more traditiondtaistructures. As discussed,
there is a perception of clouds being the next wawe one that many communities
are aligning themselves with (this includes manthefexisting Grid communities).

2.4 Cloud Threats and CESSDA

Cloud provider fluidity —given the novelty of cloud based systems there curaent flux of
commercial and open source cloud-based offerings difficult to know right now which of
these offerings and hence the providers will pemither as organisations themselves or in the
shape and form of cloud offerings that they cutyemtake available. One would expect that when
more and more cloud providers exist, the competidad hence price for access to and use of
cloud resources would be more competitive, i.erelse. However especially given the current
economic climate, there is a very real danger &w@n major organisations like Amazon and
Google will re-evaluate their cloud-oriented busmenodels.
o With regard to CESSDA, it is difficult to predict @ther the current incarnation of
cloud service providers will persist, and if so Wier this will be in the form that they
current exist in.

Cloud technology fluidity- there are many forms of clouds that exist toglag many associated
technologies that are used to support clouds. Tteztmologies are very much nascent however
and subject to radical change and development.rGivis state of affairs it is unsurprising that
there is no real defined notion or standards fterioperability between clouds and between cloud
providers.

o This is one of the major concerns with regard te toture CESSDA RI and its
adoption of cloud based solutions. The resources #ne offered and the way in
which they are offered are continually evolving ang difficult to predict with any
great certainty that any given cloud-based solutioh exist in its current form in the
coming years.

o On a related point, it could be argued that manytlidse arguments can also be
applied to Grid technologies with on-going develepin of standards by
organisations such as the Open Grid Forum (OGRww.ogf.org and associated
technologies as realised by middleware providets [Globus www.globus.orpand
the application of these technologies by many athaeluding EGEE and potentially
the EGI. There is no fixed core set of software Hzat been widely accepted by all e-
Infrastructure providers and that seamlessly inaogtes evolution and change of
standards and software from providers such as Goaod EGEE. Rather many
mainstream e-Infrastructure providers such as thiK &-Science National Grid
Service (NGS) have adopted a pragmatic and conS8eevapproach to software
deployment and upgrades, e.g. they offer a softwtaek that has been tried and
tested based upon past experience and one thatridesupport many of the more
recent Grid solutions and standards.

National e-Science Centre - University of Glasgow ePaof 33




CESSDA PPP — Choices, Resources and Sustaind®djiprt

» Perception of clouds due to their avoidance of clearly defined, finekgea security models,
clouds are perceived as a danger and potentia@tttbedomains that can have more of a security
focus such as the social sciences.

o This is a potential major threat to CESSDA. If a gidata provider considered that
the data that they were to make available through CESSDA RI could potentially
end up on a remote cloud, then the likelihood & this data would never be released
to CESSDA.

0 We note that there is a similar perception withashto Grids and Grid security. As
outlined in [CR1] whilst many domains are not ovasyncerned with authentication-
driven security as typified with X509 credentiaked to access accounts on HPC
resources, this model of access to and use of €&sdurces is not the only one.
Rather finer-grained security models can be suppbrtéowever, by associated with
the “Grid” the perception is that all Grids and evrastructures more generally are a
security risk and should be avoided at all costs.
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3 Own Infrastructure and CESSDA

The present CESSDA data portal allows access to Isam@nce data via the Nesstar
(http://www.nesstar.cojnweb based statistical software package. This sys$ebased upon use of
Data Documentation Initiative (DDI www.ddialliance.ory) extensible mark-up language (XML)
records; a Nesstar server and use of the CESSDAcubassification translated in to the member’s
native language.

Through this infrastructure, simple analysis such caoss tabulations of single datasets is
supported, exploiting indexes that have been astaa using the Lucenétfp://lucene.apache.drg
technology for harvesting DDI information held irEESDA member Nesstar servers. The only
service that this infrastructure provides, over abdve what is on offer at the individual member’s
web sites, is a centralised resource discoveryltaséd on multi-lingual controlled vocabularies.

Although the present infrastructure is a valuabl@ for the simple analysis of single, primarily
flat, rectangular datasets, any research wishirfgatsnonize and combine two or more datasets held
across CESSDA has to perform these operations eutéithe present data portal. Furthermore a key
requirement for the data portal is to be able taumodate different types of data, different metada
standards and different data analysis softwaregnpiaily using different or upcoming controlled
vocabularies and different services. Fine-graineclisty is also required on access to many of the
data sets that are distributed across member pantganisations, and ideally it should not be respli
that a researcher has to provide multiple authambics to multiple distributed resources. Thus the
notion of single sign-on is a highly desirable tzat

Whilst Grid-based or cloud-based e-Infrastructwiésr advantages and disadvantages as outlined
previously, other possibilities also exist. In thésction we identify the strengths, weaknesses,
opportunities and threats associated with moreitioadl approaches based upon client-server
oriented technologies and/or service-oriented &chires.

It is worth emphasising here that many Grid-baseldtions would claim to support service-
oriented architectures and/or be based aroundt/deFmice-oriented architectures. The distinction
between standards and technologies and associatednelature is often confusing. By service-
oriented architectures here we mean traditional sefice oriented approaches where services are
accessible and can be invoked by clients throughptei Object Access Protocol (SOAP) [SOAP]
messages. The services themselves that consume SkSE messages can be implemented in a
variety of ways using a variety of languages, éaya, C++, C# using the Document Object Model
(DOM) or Simple API over XML (SAX) etc. Clients arshielded from the heterogeneity of
implementation through SOAP messaging and theatigins that it offers.

This is one classification of service-oriented éradiure but others are equally possible and valid,
e.g. use of other messaging protocols for intemgctiith services available over the internet. One
example of this might be services that are baseRepresentational State Transfer (REST) [REST]
based approaches. In this model, services aressatdirectly over http (Hypertext Transfer Protocol)
[HTTP]. Furthermore, HTTP is itself a client-serveotmcol which provides mechanisms, e.g. GET,
PUT, POST, DELETE etc, to access resources over the Whis model also has advantages in that
the bloat of information sent in XML-based SOAP sages is greatly reduced. REST-based
(RESTTful) services can also be accessed and usédidhtweight client applications, e.g. those that
exploit Web 2.0 technologies.

3.1 Own Infrastructure Strengths and CESSDA

There are several advantages in adopting a traditieab service-oriented architecture for CESSDA
which may impact upon the future CESSDA roadmap.

e Variety and Flexibility —there are many approaches to developing and slpgponteb
services with rich integrated development environtmeMany of these, e.g. those from the
open source Apache Foundatiomwiw.apache.org offer a variety of approaches and
technologies for developing, hosting and maintesand web services. Alternatively
commercial solutions and development environmeids axist, e.g. the Microsoft .Net
platform being one example. This variety means @@8SDA member organizations are able
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to select whichever solution best fits their neadsl local expertise, e.g. if they are more
comfortable with Java development and solutiondagcApache Tomcat servers for hosting
services etc.

o Whilst this variety and flexibility means that CE@Smember organizations are able
to adopt their own solutions based upon local etiper care must be taken since
arbitrary web service development does not infitseimediately guarantee an inter-
operable service-oriented architecture. We notet thb least some of the issues
involved in supporting inter-operability betweenbagervices can be addressed. Thus,
provided the web service interface specificatiormiade available, e.g. through a
Universal Description, Discovery and IntegrationdDI) registry of services, then at
least in principle, clients can be built that cantaract with these services. In principle
is given here since many of the issues of interaiplity are not simply due to the
naming of information given in the interface forample. Thus if a service has
implemented its own form of web service securityekmmple, then clients can only
interact with these services if they too have theect signatures and encryption
information. In short, there is nothing implicit imeb services themselves which will
guarantee their inter-operability. This was desedbin some detail in Annex 3 of
[CR1] which focused in particular upon the area s#curity of web service-based
approaches.

< Stability of Technologies web services are, at least in principle, more staban other
offerings, e.g. cloud or Grid-based solutions. TheedNV3C and OASIS standards associated
with web services such as the SOAP specificatiore lieeen established for almost a decade
now and used on a large scale to make a varietgriient available across the internet.
0 This is an advantage to CESSDA however despitddbéity of many core standards
it is still the case that a huge amount of worlstil on-going by organizations such
as IETF, W3C and OASIS on refinements to existingfsaions and proposals for
new web service and web service related specifioatiNew profiles for security, for
interfacing with semantic web-based web servicas st all continuing. See
http://www.phpfever.com/images/WS-Standards-200f@@ium.jpgGiven the major
on-going work in the web service standards domaierd will continue to exist
evolution of the standards and hence the technetotiemselves.

« Focus on service/content deliveryby adopting tried and tested technologies such els w
services CESSDA can focus upon content and sedetisery and not have to immerse
themselves with non-production level research-oeigmiddleware technologies.

0 This is a real advantage that should not be undamneged by CESSDA. It is the case
that Grid and to a lesser extent cloud-based aifggi have not yet been truly
‘productionised’. Rather, there still remains a taang curve in adopting many Grid-
based solutions. This learning curve impacts ugmndevelopers and administrators
of Grid infrastructures, and is particularly so wheonsidering more complex Grid
middleware offerings. Instead, many e-Infrastruetysroviders have adopted a
simpler set of middleware/software stack, e.g\tKee-Science National Grid Service
which, whilst missing some advanced features, allivem to offer a production level
service.

¢« CESSDA-driven infrastructure by CESSDA developing and supporting its own service-
oriented architecture, it is able to dictate theatsgic direction of its infrastructure
developments and ensure that they meet the regeimsnof the social science research
communities across Europe and not those of oth@-bliented domains for example.

o If CESSDA were to join an existing initiative suchtlas EGI (if it happens), then
there is a potential danger in CESSDA not being abldirect its own specific social
science related infrastructure requirements. Rathé common e-Infrastructure may
need to support a wide range of research discigliveith requirements, e.g.
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supporting high performance computing, not addregr aligned with usability,
security or data federation requirements of CESSDA tre social sciences. This
would not happen if CESSDA were to continue wittows largely independent e-
Infrastructure developments.

3.2 Own Infrastructure Weaknesses and CESSDA

There are several associated disadvantages if CESQ®Didles upon adopting an entirely web service
oriented approach.

Lesson Learned- one of the primary drivers of the Grid, at le&sim the middleware
perspective, was to overcome limitations of exgtimeb services and traditional service-
oriented architectures. Supporting finer-grained)-8pecific security and single sign-on
across organisations in a heterogeneous environimeattthe heart of Grid approaches and
something that traditional web based service-ogigrdrchitectures do not easily address.
Many of the challenges that web service-relateddsteds such as WS-Policy, WS-Federation,
WS-Trust (see Annex 3 of [CR1] are tackling haverbegplored in detail and software
systems already exist that address them in the deriakin.

o There is a great danger to CESSDA in that if theyadopt a traditional service-
oriented architecture based approach, then theyaewitl up having to tackle many of
the issues that the Grid community have alreadgdaand developed solutions for,
e.g. supporting interfaces and protocols for secysarallel data transfer, trust-
related issues and certification authorities, saglgn-on, delegation of authority, etc.

Isolation— there has been a large momentum for the lasyéass in Grid and more recently
in cloud-related technologies. Whilst arguably astgreat as it once was, this momentum is
still driving much work and efforts across Europécts as the EGI and many national
initiatives. The vision of the Grid in supportingaseless, inter-disciplinary research is made
more difficult if different systems and solutioneegoroposed, e.g. attempting to compose
services using Grid-based solutions and non-Grigdaolutions. It is really only when inter-
disciplinary research is undertaken (ideally onhared infrastructure) that the issues in
developing, supporting and managing inter-discgryrnresearch infrastructures are identified.
0 With regard to CESSDA, one weakness of adoptintaditipnal service-oriented
architecture may be from the perspective of natdpéin the club”. If the CESSDA RI
is developed largely independently from other ealtfucture efforts such as the
EGI, then there may be a potential sense of isalatiod independence of CESSDA
may arise. In this case it may not be as easy t@rége other national or
international infrastructure resources or effort®ra generally.

Interoperability — web services and traditional service-orientedhitéectures do not in
themselves guarantee inter-operability or suppmgle sign-on across inter-organisational
collaborations. Interacting with services acrosdtiple organisations is made much more
difficult if different technologies are adopted. Wete that we state “made more difficult”
here deliberately since it is at least in some £@sssible to develop particular clients that can
interact with particular Grid services and tradibweb services for example. However these
clients and the work involved in developing theneaily increases the overall software
development complexity for developers, especiallysecurity and/or other non-common
features across these services are required.

o Whilst web service technology and frameworks frogamisations like Microsoft can
be used to support a form of security-driven sirgitg-on, this does not work when
other services or resources from other non-Micropabviders are integrated. Thus it
is possible to access and use .Net based web serviith open source Java-based
web service clients for example however the effortsoftware development are
increased considerably. Furthermore, if CESSDA dgpelits own traditional web

National e-Science Centre - University of Glasgow ePzigof 33




CESSDA PPP — Choices, Resources and Sustaind®djiprt

service-based service-oriented architecture, themwill not be able to leverage
national and/or international e-Infrastructure effe and resources.

3.3 Own Infrastructure Opportunities and CESSDA

The new opportunities offered to CESSDA by suppgrits own service oriented architecture are
minimal. However it could be argued that some opputies do exist.

« Research-oriented focus by not adopting potentially complex Grid middee systems,
CESSDA can in turn focus on social science souofdganding being used more for social
science research itself rather than on developarahsupport of e-Infrastructure.

0 Whether this is really an opportunity for CESSDAlftsedebatable.

3.4 Own Infrastructure Threats and CESSDA

If CESSDA decides to support its own service-oridraechitecture then there are certain potential
threats associated with this.

e Missing opportunities— by supporting its own service-oriented archiiestbased e-
Infrastructure, CESSDA is at risk of missing oppaities for inter-disciplinary sources of
funding on a common infrastructure.

0 This is a real threat to CESSDA. Future roadmapgdsearch infrastructures across
Europe are currently being defined through efforstsas EGI. With these roadmaps
it is highly likely that a variety of related fumdj streams will evolve to maximise the
investments in a common e-Infrastructure across pewrdf CESSDA is not involved
in using and driving these initiatives then thesaireal possibility that it will miss out
on future potential funding streams, including fimgd streams made possible by
future inter-disciplinary research made possibleabgommon integrated European-
wide e-Infrastructure.

e Technological Innovation- it is the case that technical IT-related innmratwill always
continue. Mainstream efforts represented by Grid eloud based systems, and upcoming
efforts such as Web 2.0 technologies, will contiiaepush the boundaries of computing
science research. Often this is achieved throutgranting with a wide range of disciplines,
e.g. the clinical sciences have helped shaped r@aity efforts including security protocols
and standards for example. As such, it is esseftialinfrastructure providers such as
CESSDA and the future CESSDA RI, that they are iméstmed by such developments. This
can realistically only occur by being actively imved in these efforts.

o If CESSDA develops its own independent traditionaVise-oriented architecture
based e-Infrastructure, then there is a potentiahger that it will become isolated
from technical innovations that other groups andrastructure providers are
developing and rolling out.
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4 CESSDA e-Infrastructure Considerations

Based upon the previous considerations this seationesses the various questions that were raised i
the original tender document with regard to reseumnd sustainability issues relating to
implementation of a future CESSDA e-Infrastructure particular the tender document wished this
report to address key questions on possible saenfmi the future CESSDA Rl infrastructure, namely
should the CESSDA infrastructure be based on: imptdimg its own infrastructure based on existing
client-server or SOA models; joining an already a@ng initiative and sharing resources with other
disciplines using Grid technologies, or shouldsié €loud computing services.

In addition to any technological decisions, CESSEfuested that a detailed exploration and
prediction of a variety of concerns were addressegbarticular, for each of the three choices given
above, what would be the cost breakdown of:

« hardware and cost of ownership including acquisjtiaintenance, replacement and support;

e software cost of ownership including software pagsused, licenses required, installation

and administration support, e.g. for security;

< personnel required for technical, support and doatibn efforts;

¢ usage considerations including network resourcesiep consumption and general wear and

replacement of equipment;

e education and training for developers, end usemntral/management systems and

administrators more generally;
CESSDA also wished to know it would be possible harge individual institutes and/or individual
users based on their usage, and where CESSDA nygiy &r funding for the maintenance and
sustainability of the infrastructure?

Finally CESSDA wished to: have answers on the lgitg®f the chosen technology and possible
upcoming threats and trends; have an overview gbimg development initiatives on the middleware
and cloud computing front, and whether CESSDA ghgnih an already existing initiative and if so,
what would be the likely longevity of the initiaévitself and how long will its members support the
infrastructure.

| note here that some of these questions are ealyefimpossible?) difficult to answer with any
degree of certainty due to the number of unknowdsme of the most important of these are:

* Whether the EGI or a similar European-wide initiativill actually happen and if so will all

envisaged NGls get involved?

« What middleware will the future EGI (or similar iaktructure) actually supp&pt

< If the EGI happens then will the full complementrmafining and support staff be funded?

e If the EGI happens, will the social sciences be ohé¢he supported application areas, and

hence will EGI support groups be made available?

e« How many new organizations would join a future CE8S®Infrastructure if it supported

inter-operable access to inter-disciplinary reded@mains?

¢ How many new researchers from non-social scienceadts would want to access and use

CESSDA services for large scale data analysis etc?

¢ Will existing cloud business models continue initlcerrent form?

This list is not complete and the answers to thestimres given could have a radical impact upon a
future CESSDA e-Infrastructure. Despite these nommerunknowns, given knowledge of past
technological investments and initiatives, and ment snapshot of European and international efforts
it is possible to provide informed predictions 4stis what | have attempted to do in the following
sections. Bearing this in mind, | emphasize thatftilowing sections should be regarded as informed
speculations as opposed to being definitive.

It is currently discussed in the EGI proposal thatrdagrated set of software derived from the NorddGri
(Advanced Resource Connector (ARC)) software staok; EGEE (gLite) software stack and the DEISA
Uniform Interface to Computing Resources (Unicore) kstawould be made available, as part of a Unified
Middleware Distribution software stack. However ttgsai proposal right now and this stack does not exist.
Furthermore, the EGI is not resourced to integragsdtdifferent software solutions nor is it clear whetieen
NGIs will agree to any new set of middleware, baged on requirements of their existing customer.base
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4.1 Initial and Annual Cost for the CESSDA Consortium

The different models of Grid-based, cloud-based evetbpment of an independent CESSDA e-
Infrastructure offer different costing possibilgiand implications to CESSDA. We treat each of these
in turn.

4.1.1 Initial and Annual Cost for a Grid-based Infrastructure

There are a variety of possibilities and cost ingilans that might arise to CESSDA if it were to
adopt a Grid-based e-Infrastructure. There arepwsasibilities here:

¢ CESSDA establishes its own Grid-based e-Infrastrect

« CESSDA joins an existing initiative such as the E@lthis happens!

The initial and annual cost of hardware to CESSDAItifestablished its own Grid-based e-
Infrastructure from a hardware perspective woultinagtself be hugely different than they would for
a non-Grid based infrastructure since the spetificaof the servers and their associated pricing
would be broadly similar. Put another way, theradsfundamental distinction between a server for a
Grid service and a server hosting web servpasse As such, the cost implications would not be
fundamentally different if the existing capabilgi®f the CESSDA RI were to stay the same. It is
highly likely however that the whole point of CESSDadopting a Grid-based approach and
developing an e-Infrastructure are to support rictagpabilities than are currently possible, andchen
enhanced capabilities of a future CESSDA RI wouldekpected. This might be through enhanced
international querying of data archives, largerlescatistical analysis of cross national data sets
which may in turn require access to and usage rgfefascale servers or HPC facilities, e.g. for
complex joins or statistical analysis etc.

That said the actual cost of the hardware wouldoofrse depend greatly upon the architecture of
the system design. As an examplea typical costing for a CESSDA member organtrathat has
adopted a 3-tier architecture model comprisinguber interface layer (portal); middle-layer where
logic is defined and enforced including securityamtess to a range of Grid and Grid data services,
and lower layer physical data management, the temelimfrastructure might comprise servers for:

« Hosting of portal based infrastructure which gieeess to portlets/clients which interact with

local/remote Grid services which in turn interadwsrid-enabled data services;

0 a typical server or PC can often be used for thisppse depending greatly upon the
expected number of users and the complexity gidhéet functionality as well as the
number of portlets themselves. For resilience apdundancy a given member
organization would probably expect to have morentbae portal in case of failures
or for system upgrades. Furthermore, it might vl the case that each individual
CESSDA organization has its own portal which givesess international and its own
national CESSDA services and data resources.

e Hosting of Grid services and their associated doata giving access to one or more data
Services;

0 Hosting of Grid service environments including eamérs for hosting of Grid
services does not in itself require large scaledweare infrastructure and a typical
server can be used for this purpose. However, diipgnupon the CESSDA
organization itself, it may well be the case thany different Grid services are
expected to exist and be co-hosted on hardwareastrficture. Scalability and
security requirements might mandate that differeemvices are hosted on separate
infrastructure. It is noted that access to parteruCESSDA resources can be made by
associating security policies (policy enforcemeninis) and enforcing access control
decisions (policy decision points) based upon ateghe services themselves, and
secure and non-secure services can be hosted irsah® containers, this is not
advisable.

« Hosting of one or more Grid-enabled data servibepending upon the association of data
sets with services there may well be a multitudendépendent data services, i.e. on separate
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data servers, or a single service could be usqutdeide access a range of data resources
(including upload and query functionality). Thusgaven Grid-enabled data service could
interact with multiple data resources in a fedetatganner and join returned data sets for
example. The choice ultimately depends upon theetodf$ of managing more hardware and
more services versus the scalability and flexipitf the system and its evolution. Thus a
given service that interacts with multiple dataorgses directly would need to be extended
when these data resources change and accommodatbahges in its service logic. When
individual services are associated with individdata resources this change does not in itself
demand other services are completely changed.

o It is worth noting that it is possible that Gridrsies can be used to directly interact
with data resources directly, i.e. without the ndéedGrid-enabled data services. In
the case of relational databases for example thighimbe through Grid services
directly using JDBC technology to connect to a gidatabase for example. A better
and more flexible model of access is through suppbispecific data services that
Grid services can interact with. Once again thouglerms of hardware, a Grid data
server will be similar to a data server more gerigralrhe precise specification of the
server itself will ultimately depend on the datavaee itself, i.e. what kind and
amount of returned data sets and subsequent joipiogessing the service is
required to support.

« Hosting of an attribute authority (this could becentralized or decentralized authority as
described in [CR1]); a certificate management ser\isuch as a MyProxy service) and
individual resources for policy decision making;

o For services that require finer-grained securityjstnecessary to establish attribute
authorities which are used for delivering securitgdentials as outlined in [CR1].
Different possibilities exist here: a single cettitad authority such as VOMS could
be used across all of the CESSDA organizations ¢oess control decisions (which
would require a single typical server specificadiom centralized authority used
across individual national CESSDA member organizatiGmhich would require a
typical server specification per CESSDA member eglnt complete federated
collection of attribute authorities associated withdividual CESSDA institutions.
Ideally in the latter case, exploitation of exigtimational access management
federations could be exploited for this purposeg. ¢he UK Access Management
Federation. It is noted that for those countries t@testablish their own national
federated access management infrastructures thds cts establish such an
infrastructure are considerable. More precisely tbasts are not simply related to
equipment used for identity providers and WAYF ser{gee [CR1]) but in the whole
process of supporting security including issuancé aertificates used for
authentication and ensuring that sites adhere tdic@s on being part of the
federation. It is noted that it is possible to dditgh virtual homes for individuals
existing across CESSDA sites that do not have tbein individual access
management infrastructure, e.g. establish accoahta recognized institution (IdP)
where individuals can authenticate, however thisdehois deprecated and not
scalable.

o When an individual attempts to access a remotetépted) service, the service needs
to be able to make a local authorization decisiBart of this process is establishing
the identity of the individual themselves. In maityations (e.g. in the UK), this is
achieved through X509 certificates being issued tBcagnized Certificate Authority.
In this case the distinguished name (DN) of theviddal in possession of the
certificate can be extracted and used by a locdicpcenforcement point to assess
whether that individual has the appropriate prigés to access the given resource.
To avoid users having to manage their own X509 fogates, many sites and
countries more generally have established MyProarvises which manage these
certificates on behalf of individuals. CESSDA as aletor an individual CESSDA
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member organization may well wish to support thizleh also and a suitable server
would also be required.

o For each resource (service, data set) that requpestection at a given site, it is
necessary to have a server (typically an LDAP seraad an authorization decision
engine (such as PERMIS or XACAML as outlined in [CRd]ich is used for making
the actual decision.

¢ Hosting of data sets themselves on back-end datarse

o The infrastructure required for hosting of CESSDAated data sets would not
change if a Grid infrastructure was used — providedt the scope of data and user
community remained the same. However, it might Wwellthe case that inter-
disciplinary research communities are generatingvnéata that could/should be
hosted as part of CESSDA, e.g. health and sociansei related data sets.
Furthermore, if these data sets do scale with wigsearch communities, then it will
be necessary to consider the scoping and additieoal support for processing,
preparation and analysis of these data sets. Thiilslihg of large scale data indexes
and/or hosting of derived data sets on behalf aleegch communities for further
analysis are all possible extensions and refinememtvhat CESSDA currently does.

e Software and Licensing;

o The majority of Grid software itself that existshiased upon various forms of open
source models, e.g. Gnu Public License models.uBk, ghere is no direct cost in
Grid middleware per Se However, Grid technologies can be used to giveess to
licensed software itself. SDSS, STATA and SAS aesxample of software that can
be made available “on the Grid”, i.e. a Grid sereiexists which allows a particular
STATA routine to be run for some statistical analysig. As identified in [CR1],
whilst it is possible to define and enforce accesstrol on use of this service to
individuals with the appropriate privileges, e.gose whose local identity providers
assert that they have an individual, departmennetitutional license for STATA, this
demands that the producers of the STATA software satisfied with this
arrangement. There is no widespread agreement gethese kinds of practices.
Indeed licensing is itself ad hoc with fixed seriieenses, individual user licenses,
floating licenses etc all existing and most licensmnagement software, e.g. FlexLM,
designed to avoid any variations on license modékse in point, MatLab is the
package most requested on HPC resources, buhitisleployed on the UK e-Science
NGS due to licensing issues and the concerns theg ¢this is available on a free
national resource then the MatLab customer basé wgié this and not renew their
own individual/institutional licenses etc.

In terms of initial and annual costs of CESSDA klshing its own Grid-based e-Infrastructure, many
of the above issues are straightforward, e.g. @sidgy servers for hosting portals, services etis It
highly likely that, at least initially, existing CE®A infrastructure could be used for this purpose a
hence no cost would be incurred. This is not thes das those countries that are not yet part of
CESSDA of course. Longer term costs for running esnand their maintenance would need to also
be factored in. However, given that the specifamaf these servers is similar to existing serused

in CESSDA or indeed in any organization where wetvises or hosting of internet facing service
infrastructure exists, then they are arguably Ipsted to assess how much they are paying for
hardware and on-going maintenance contracts. My pamonal feeling here is that it is more cost
effective to purchase and host servers.

% There are of course commercial Grid-software systeatsettist, but these tend to be specialised to péaticu
application domains, e.g. IBM’s Information Integrator the life sciences, ABCD from Johnson & Johnsan fo
drug discovery etc. Suffice to say that the vast nitgjaf Grid middleware in use across Europe is based o
open source models of access and usage and as suclafadile.
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The on-going maintenance contracts and warranteessdrvers will vary with institutional
arrangements on procurements, e.g. from prefetesiigpliers etc. Typically 3-year maintenance
contracts and warrantees are the norm in the UK tamd to be based on the lifetime of the research
project they are used in as well as the genesdirie of servers themselves — or more often than no
when the server specification is significantly lowlan current market offerings.

| note that one key aspect of this that | have factored in, is long term data storage, data
management and curation more generally. The casiscated with this can be significant and far
outweigh any initial costs for given servers. Itd#ficult to assess the costs of long term data
management with any degree of accuracy. A genalalaf thumb used by the BBC for example in
the UK is that it costs £1m per petabyte of datanfianaged server storage, e.g. disc based storage
with back-up and redundancy. These costs vary lgrélepending on whether the actual content is
accessed and used on a regular basis.

A further key factor is the costs that would beuimed for management and administration of the
e-Infrastructure. This is difficult to gauge withyadegree of accuracy. It can be assumed that sgstem
administrators exist already at CESSDA institutiamsl are able to maintain server infrastructures
hence the focus here is on additional costs of Idpu® and maintaining Grid-oriented e-
Infrastructures. To a large extent, this would dejpgreatly upon the data sets that CESSDA centers
have available; the architecture upon which they tax be delivered, and the infrastructure that
supports this delivery. Ideally, a given CESSDA membrganization would have their own e-
Infrastructure personnel charged with developingr usiterfaces (portals); for establishing and
maintaining Grid and data services, and for defjrand enforcing local security policies. Alternativ
models might be that the CESSDA as a whole has 8 sam of Grid-related experts responsible for
developing e-Infrastructures across individual CBASrganizations based upon a single one-stop
shop portal giving access to a multitude of distidlll data resources that this team establishes and
supports. This has advantages in that expertiseeidralized and can be used to ensure inter-
operability across international resources. Howether obvious drawback is that local expertiseois n
available and CESSDA organizations are not abldetieelop and refine their own e-Infrastructure
offerings. Many organizations would be unwilling amable to support this model, e.g. for security
considerations. In short there are a multitudpasisibilities that might exist on the personnebiesg
to establish and maintain a future Grid-enabled SIES RI. My own personnel feeling is that each
site would require at least one or preferably m@ed-related experts to work on local e-
Infrastructure efforts and integrating and delivefynational CESSDA resources into international
CESSDA efforts.

Many of the above considerations on initial hardwapecification apply broadly whether
CESSDA decides to join an international Grid initiator decides to support its own Grid-based e-
Infrastructure. As identified in section 1.4, stunlikely that any given NGI (and hence EGI) would
be able to develop and support specific serviceessing and using CESSDA resources themselves.
They are neither resourced nor have the domain ts@e¢o achieve this. Nevertheless CESSDA can
leverage resources from Grid initiatives such as. E&amples of this are through:

« International trust agreements and recognitioredfificate authorities;

0 By joining in the EGI or a similar effort, CESSDAncaxploit resources such as
national certification authorities and internatioh&rust agreements between these
authorities. Existing hardware infrastructure suat VOMS servers can be exploited
directly without having to establish and supportS3DA individual authorities.

e Access to larger scale infrastructure;
0 By joining the EGI or a similar effort, CESSDA woubi/b access to very large HPC
resources for much greater data analysis and prsiogs possibilities without
incurring any direct expense themselves (at leashérdware procurement).

e Software development and Grid expertise;
0 By joining the EGI or a similar effort, CESSDA woulavl access to considerable
expertise in Grid technology and know-how. It sbdolbé emphasized that many of
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these technologies are in a relatively non-productiform and require software
expertise in how best to deploy and manage thedipaadapt them to the particular
requirements of the CESSDA. This troubleshootingp@ipshould not be under-

estimated. Furthermore, “if” the EGI happens, thennsilerable resources are
already identified for support of application domsj however at present these
appear to be largely HPC-oriented. It is noted tihatich of the expertise is generic,
e.g. in terms of how to access and use a Grid mesoor take care of a digital

certificate, whereas it is likely that CESSDA wouétjuire more social-science
oriented support and expertise.

¢ Personnel and Administration Costs;

0 By joining the EGI or a similar effort, CESSDA coldgerage a variety of personnel
charged with administration and management of thé iBféastructure and the NGls
it comprises. As noted in section 1, it is unlikélgt an NGI such as the UK NGS
could help with the detailed specification of thec@ss and usage policies for
CESSDA resources at given CESSDA member sites fopkexdmwever support in
dealing with many of the technologies is available.

e Training costs;

0 By joining the EGI or a similar effort, CESSDA wouldvl access to hands-on
training materials and educators involved in allpasts of Grid technologies. This
includes training materials, lecture materials asdmmer schools that have been
established and run for many years, as well as bamwl training courses where
aspects of Grid can be brought out. These traimragerials have included in the UK,
information targeted to administrators, developgrslicy makers as well as end users
themselves. It would be expected that CESSDA waoeNélap its own training
materials that complement these materials, e.gorining communities on data
resources that are available and how to accessumsdthem etc.

¢ Annual running costs;

0 As noted previously the existing model put forwayd EGI is that it would be
national initiatives that would join and hence paynual running costs. These costs
vary across countries. It is also not clear who dopay these on-going costs in the
UK (most likely EPSRC and JISC) but contributior@frESRC might be made if it
was ensured that the social sciences and CESSDAsupprted directly. This is all
supposition right now though and definitive annuaining costs to CESSDA cannot
be given.

4.1.2 Initial and Annual Cost for a Cloud-based CESSDA e-Infrastructure

As noted, one of the primary benefits of a clougited approach is that the initial costs of adqgir
hardware can be removed entirely and pay on-demaotdkls can be supported. The hardware and
server specifications outlined in 4.1.1 could bisetfentirely by outsourcing this to a third pactgud
provider and hosting of virtual servers. There aemyndifferent charging models that currently exist
for access to and use of cloud-based systems. Takimazon Elastic Compute Cloud (EC2) and
Amazon Simple Storage Solution (S3) as examplescltud access and charging models have varied
greatly since they were initially offered, with tipeice of compute resources dropping significantly,
but with other costs now arising, e.g. data transfut and costs of data replication to Amazon S3
from EC2. Currently the Amazon pricing models are:

e $0.11 per CPU/hour for a 1.7Gb RAM virtual machivith 160Gb disk running Linux;
*  $0.44 per CPU/hour for a 7.5GB RAM virtual machivi¢éh 850Gb disk running Linux;
* $0.88 per CPU/hour for a 15GB RAM virtual machingwl690Gb disk running Linux;
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With data transfer-in costs of $0.10 per Gb ana ¢i@nsfer out costs of:
*  $0.17 per Gb first 10Tb per month;
* $0.13 per Gb next 40Tb per month;
* $0.11 per Gb next 100Tb per month;
* $0.10 per Gb next 150Tb per month.

With Amazon elastic block storage costs of:
¢ $0.11 per Gb-month of provisioned storage;
e $0.11 per 1-million I/O requests;

And Amazon elastic block storage snapshots to Am&2&of:
e $0.18 per Gb-month of data stored;
e $0.012 per 1000-Put requests when storing a sngpsho
¢ $0.012 per 1000-Get requests when retrieving astrap

Other cloud providers have their own pricing aremgnts. As identified in section 2.2 however, the
longer term cost implications of cloud-based sohsi can be considerably more expensive than
actually acquiring and managing hardware directlatdeast for high performance computing as
demonstrated with the ScotGrid example. Whethearithihe case for data-oriented analysis is unclear
How much data will CESSDA have to support when otiaional organizations get involved, and/or
when other non-social science communities engageaéan-disciplinary collaborations with CESSDA?
How often would data have to be backed up: nigtidstnightly, monthly, annually? Long term data
management and curation would potentially leadktlatant cloud fees.

As described in section 2, the use of cloud-bas&dstructures does not in itself address any of
the key software requirements facing CESSDA. Indibede are many other factors, e.g. security,
which might mean that cloud-based approaches amglysinot tenable to CESSDA. The software that
is required for CESSDA to operate an infrastructuitestill have to be developed and supported, and
cloud based infrastructures do not help in thisrdgindeed many issues are made more complex by
the current incarnation of clouds, e.g. supportgiggle sign-on to distributed resources, where
different cloud providers are generating their quublic/private key pairs for users to access amd us
virtual servers. There is currently no trust or roettification authority behind these cloud provije
hence bridging based PKIls or other technical smhstiwvould have to be engineered to support inter-
operability.

4.1.3 Initial and Annual Cost for a CESSDA e-Infrastructure

In this model, the current and annual cost impilice to CESSDA would largely remain unchanged
from the description of many of the Grid-basedasfructure costs given in section 4.1.1. Speclfical
e server specifications of Grid vs non-Grid hardwsystems are broadly similar;
e cost of ownership and general running costs of Gasd non-Grid hardware including
replacement of defective systems are likely toheesame (assuming no access to larger scale
HPC resources is required);
« software costs are likely to be the same (sinced @iddleware is primarily open source) and
hence any license fees and support associatedpéitific software packages are similar;
¢ support and management costs associated with heedrathe same;
« networking resources, bandwidth and power consumggtre likely to be the same (assuming
that the scale of usage of CESSDA resources doeshaage drastically in making CESSDA
resources available to potentially wider inter-giBoary research communities);

Where differences do arise with initial and anmasts of a Grid-based e-Infrastructure compare to
traditional service-oriented architecture basedastfuctures are in the expertise and personnét cos
of maintaining a Grid-based e-Infrastructure versupporting a more traditional infrastructure.
Installation and support for particular Grid-middkre may require expertise beyond those of

National e-Science Centre - University of Glasgow ePeigof 33




CESSDA PPP — Choices, Resources and Sustaind®djiprt

someone familiar with traditional web service-basedvice-oriented architectures. | emphasizgy
here, since many Grid-based systems are web sdyaged as discussed in sectidnRurthermore it

is not clear what middleware will be hosted on turfe EGI if it happens. Or more precisely this
uniform middleware distribution (UMD) that has begroposed for EGI does not yet exist. Rather
three separate middleware stacks (gLITE, ARC and BE&ist largely independently. Thus it is not
clear if this new software stack will be any easiermore difficult than previous versions for
development, deployment and maintenahce.

Irrespective of the software stack that is useid, dear that CESSDA needs to address security in
an open, collaborative but secure manner. Traditiearvice-oriented architecture-based models have
a variety of solutions for security with numerotarglards and approaches put forward as outlined in
Annex 3 of [CR1]. Personnel are required to ensilm@ end-end traditional service-oriented
architecture-based security is realized. As showiiCR1] the Grid-model of single sign-on with
advanced authorization is supported already.

4.2 Is it possible to charge individual users and/or institutes based
on their usage?

The whole area of resource usage and charging ishanhenany communities are wrestling with, and
it is fair to say that at present there are mangnosues both with the technologies and with the
business and policy models associated with acaogirdnd charging. In the UK for example, the
research councils have moved to a model of fundmogects based upon full economic costing, where
access to and usage of edsources a project requires has to be charggdatt proposals directly.
Thus a grant may well request monies for accessidousage of HPC facilities on campus. When
collaborations take place where different sitesehttveir own HPC facilities, then trade offs are
possible, but this in turn raises issues, e.g. WHBR infrastructures with dissimilar server and/or
storage specifications are used, what is the ahgngiodel that should be used? Should some sites be
able to charge more for access and use of theiuress than others? It is the case that for the mos
part, these issues remain open and ad hoc infagraements between institutions have tended to be
the norm in the UK. Furthermore, these agreememis by and large been based upon time on HPC
facilities and not dealt with access to and usaistfibuted data sets as exemplified by CESSDA.

Nevertheless it is possible to identify how suchrging models could be supported, at least from
a technical perspective.

4.2.1 Grid Infrastructure Charging

As described in [CR1] the Internet2 Shibboleth textbgy can be used to access and use a variety of
Grid-enabled resources. The typical default modael $hibboleth is based around a core set of
eduPersonattributes that have been agreed across the Ukessctblanagement Federation. Using
information given in these attributes it is dirgcfossible to determine from which site a request
arose. Assuming that a given service provider haharging model associated with it, then this
information can then be used for associated chagrgnthat institution for the resources that were
used. It is noted that there a variety of chargimaels can be applied, e.g. a one time charge based
upon the access itself, charging based on the gpeat on accessing and using the resource etc. The
Grid community has put forward a variety of spegifions for collecting this accounting information,
e.g. the resource usage service specification & mandel that is supported across the NGS for
example for monitoring time spent accessing andgukiPC resources.

“ 1t is difficult to pin this down since there are altitude of possibilities and interpretations of &rSome Grid
middleware, e.g. Globus uses its own Globus contaioiirers, e.g. OMIlI can be deployed in a Tomcat
environment, whilst others do not use any web seaceainer at all.

® On a personal note | am wary of UMD as these softaisteibutions are already extremely complex and are
evolving in themselves, e.g. gLite continues to chatsgewn software stack with new job management systems
proposed and being rolled out, hence merging them tmiform distribution could well become a yet more
complex software stack.
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Thus for CESSDA, if an international access managgnederation were established, then in
principle it is possible to charge sites directty ficcess to and use of CESSDA resources across
international boundaries. It is noted that the nhgulesented here is the default model of access and
use of Shibboleth enabled resources in the UK wigchased upon institutional-level information
only. That is, theeduPersorattributes have been specifically selected toidentify the individuals,
but rather their institution and their role in tinstitution for example. This anonymous access sl
of Shibboleth-enabled resources was deliberataiaed to ensure user privacy.

As described in [CR1] however, it is possible ttease other information in the signed SAML
assertions from an identity provider to a givernveer provider. Thus it is possible to use the emall
address, specific roles and/or the distinguishadenaf the individual in theduPersonEntitlement
attribute for example. Indeed in the Grid-contenths information is essential to enforce access
control decisions as described in [CR1].

Provided consensus was agreed between the CESSDAenearganizations on use of such
additional information then it is directly possitliteknow which individuals are using which resowsrce
at given sites. Obviously this model only workssifes themselves have agreed what charging
agreements are in plaeepriori, and that sites are monitoring and collecting susdge information.

In short, technically it is quite possible to identify resource usagenfrthe user level to the
institutional level. However, many of the issueshwtharging are not simply technical. Trade offs
between organizations and/or the issues of acadesaige of resources are real concerns. Thus many
academics will simply not access and use a resalticey have to pay for it, irrespective of thesto

As such many institutions in the UK have yet tooeoé all policies on access and usage. | noteathat
Glasgow, we now allow all local (Glasgow) researsHhece access to our HPC infrastructure despite
initially having an institutional charging policy place.

It is also worth noting that many models of chaggare also based upon a virtual organization
itself being charged. Thus a given project usirg@eSSDA resources could be charged based upon
resources they have used. This is achieved thraagbgnition of the VOMS organizations and
accounting information being captured based updividuals involved in that virtual organization for
example.

4.2.2 Cloud Infrastructure Charging

Cloud infrastructures offer an immediate way to suga the amount of resources used on the cloud
since the customer has to pay for this directlyaonon-going basis. However, the purchaser of the
cloud resources is typically dissimilar to the attand users of the cloud resources that have been
made available. Thus should a given CESSDA orgdnizdiuy a virtual server from Amazon say,
then they will pay for this server themselves, tha actual usage of the resources deployed on this
server has to captured and accounted for. ThenetlEing implicit across different cloud providers
that can be used for this purpose. Rather the uaadgeaccounting information on access to this
resource has to be captured by whoever has sbeuprtual server.

4.2.3 Own Infrastructure Charging

CESSDA could in principal capture information on esx to and usage of distributed CESSDA
resources through capturing information in a vgriet ways from different institutions/individuals.
Traditional web monitoring tools such as GoogleAtiatyallow for recording individual information
on web access and usage across the internet. Raceseriented architectures where services have
username/password or similar authentication-orteatzess, e.g. exploiting WS-security models, then
it is directly possible to determine the identitfytbe individuals accessing the given resources and
subsequently use this for accounting and charging.

Alternatively, if the services are made availatliotigh web service clients existing in a portal
container or some other web accessible resourdes) it is equally possible to capture
individual/institutional information through accas®dels such as Shibboleth as outlined in 4.2.1.
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4.3 Where can CESSDA apply for funding for the maintenance and
sustainability of the infrastructure?

There are a multitude of funding streams that cbeldised to continue the CESSDA e-Infrastructure.
As identified in sections 1-3, if CESSDA does ergag European-wide e-Infrastructure initiatives
such as the EGI then it is highly likely that thereuld be numerous possible further funding streams
associated with this. The European frameworks andmaps for efforts such as ESFRI are being
defined and there is a real and timely possibitityCESSDA to capitalize upon this.

With the Grid and associated e-Infrastructuressiequally possible to explore other funding
streams crossing wider/global initiatives. The UBayinfrastructure and efforts such as TeraGrid are
supported by numerous funding efforts and strednueed, the monies for scientific research in the
US have grown significantly with the change of axistration. The National Science Foundation and
other national efforts will thus continue to beeylsource for international research funding steam
Numerous international collaborations have takeeglwith countries such as Japan, China, Malaysia
and Australia based on joint-funding initiativessbd on exploitation of e-Infrastructures for
collaborative research.

At a national level, different countries will comtie to have their primary research funding
streams. In the UK the JISC and ESRC would be thieeptargets for continued support of
international CESSDA e-Infrastructure efforts. IEESDA is engaged in wider collaborations using
resources such as the EGI, then it may well be #se that funding councils such as the EPSRC
would be a further source of funding. It is notdgoathat many research councils in the UK and
internationally are looking more and more at fugdsireams for inter-disciplinary research. As an
example, the recently funded NeSC project, Scottigdalth Informatics Platform for Research
(www.scot-hip.ac.uk was funded through a grant comprising monies fribvim Wellcome Trust,
EPSRC, ESRC and the MRC in the UK. This builds uporkvdene in previous NeSC projects such
as the MRC-funded VOTES projeatw.nesc.ac.uk/hub/projects/vojessiven this, if it is shown
that the CESSDA e-Infrastructure can be used tdzeeahter-disciplinary research collaborations,
then in principle all research domains could bensee potential funding streams, e.g. the geospatial
sciences, the biological sciences, the clinicarsmés etc.

Furthermore, as also identified in section 2, desfiie numerous current deficiencies in cloud-
based infrastructures, there is a huge push batm findustry and the academic community in
supporting research on all aspects of clouds aageuand exploitation of clouds. This push is likiely
continue for some time to come and offer a vargdtgew funding streams that CESSDA may exploit.

If CESSDA decides to continue with its own e-Infrasture, i.e. non-Grid or cloud-based, then it
is likely that existing and known funding streamsubd continue to be sought. This includes
upcoming EU funding streams such as ESFRI and figndireams from national countries, e.g. the
JISC and ESRC in the UK. | would suggest that theréufunding streams open to CESSDA would be
diminished by this technological choice however.

4.4 What can be expected of the longevity of the chosen
technology?

This is an extremely difficult question to answertlie current climate (ever?) hence the responses
below can be regarded as informed opinions only.

4.4.1 Grid Technologies

In the past 8 years since the UK e-Science corgram began, there have been a raft of standards,
technologies and initiatives that have been pwvdod. Internationally the work in building largease
distributed systems has been going on for de€aBesent moves to Web 2.0 technologies have been
driven at least in part by the complexity of Gritddieware offerings. The question is, will the ant
incarnation of Grid middleware exist or will it loeertaken by newer simpler offerings, e.g. Web 2.0.

® My PhD was on open distributed systems and manyedifisas, challenges and solutions put forward have not
evolved greatly.
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My own personal feeling is that the Grid will conie in some form for a variety of reasons. The
EU has invested huge amounts of money in projects as EGEE and | find it inconceivable that it
will simply stop pursuing these efforts. Indeed fioe particle physicists without the EGI, it colld
argued that the whole LHC experiment could be irpgedy. If the EGI happens, it is thus highly
likely that a significant Grid-oriented e-Infrastture will persist for the next 5 years at least.

There are also a range of issues with recent téogies such as Web 2.0 where they have not
addressed key challenges that the Grid communiybegn wrestling with for some time: dynamic
virtual organizations, single sign-on, delegatidnaathority, advanced authorization and access to
large scale heterogeneous resources such as HRiieladeing just some of the issues not yet
adequately addressed.

Furthermore, it is the case that numerous countdesinue to support national initiatives in the
Grid-domain. As noted the EPSRC and JISC in the d®ehecently agreed to continue to support the
NGS and the OMII for example. Similar efforts donoe internationally also, e.g. the German Grid
effortswww.d-grid.deas one example.

Having said this, | also believe that at least s@rie efforts are starting to run out of steam. The
major funding streams for Grid-related infrastruetiand research in the UK are no longer at the
scale that they once wéreThe huge push to standardized Grid technolayielsAPIs as organized by
efforts such as the Open Grid Forum are also statt show signs of fatigue. Fewer people attend
these events and the standards work itself is giropinion!) becoming more fragmented with fewer
people involved in the specification of the staniddreing created.

There are also a variety of other approaches aiticats that people are pushing as the possible
answers to data challenges facing numerous comi@sinithe semantic web has been one area in
particular that has seen a major effort to soherttany data discovery, data access and integration
problems that exist in and across domains. Howeeselopment of ontologies and tools to best
exploit them remains a challenge requiring wideagragreements from domains that is often non-
trivial to agree upon.

4.4.2 Cloud Technologies

Many of the cloud based technologies are not a thémg. Virtualization has been supported for a
considerable time and numerous technologies ftualization now exist.

My own personal opinion on clouds is that | remiairgely skeptical. | see them primarily as a
way for business to make money as opposed to thifaring a solution that the research community
requires addressing. Having said this, | am aldonaive. | know that where business and industry
goes, then this is also where academia tends lmafolThis was not unlike the major efforts of HP,
IBM, Microsoft, Oracle, Sun amongst numerous otharpushing Grid technologies. All of these
organizations had business—oriented reasons to@uidtrelated efforts.

It is difficult to determine how long the burst oiterest in clouds will continue. Many major
players such as Amazon and Google are making ceacefforts in pushing the cloud paradigm.
However as identified in section 2, aligning CESSB®#irely with clouds or a given cloud provider
would be risky at best. Thus, there is no guarattiaé a given provider will continue to offer the
services that it currently makes available, or edl@/hether the charging models on offer now will
continue in the future.

4.4.3 Service-oriented Architecture Technologies

Should CESSDA decide to continue to develop and atipjps own non-Grid/cloud-based e-
Infrastructure then there is little danger of tleehnologies becoming obsolete. Many of these
technologies are driving the internet itself angeha vibrant open source community, e.g. the Apache
foundation. Having said, this the next wave of teslbgies on the internet are also changing. Web 2.0
technologies, mash-ups and the increasing adopfisacial networking sites and related technologies
will continue (it seems?) to spread the accessitbuse of web-accessible information to a wider and
wider community.

" This is not altogether surprising since the UK ingdsiver £250m in the e-Science core program.
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5. Conclusions

In this report | have provided an account of thergjths, weaknesses, opportunities and threats
associated with Grids, clouds and traditional sengriented architectures in the context of thertit
CESSDA research infrastructure. This report buildsruan earlier report to CESSDA [CR1] which
gave an overview of the technologies and oppoigsibffered by Grid technologies for a future
CESSDA e-Infrastructure.

In this report | have tried to be honest and objecand not biased with regard to any particular
technologies. | have deliberately not tried to estdtat the Grid is the answer to all problems that
CESSDA faces — it isn’'t and indeed many technolobigeuld suggest are completely orthogonal to
the kinds of problems that CESSDA is facing. My meamcern with regard to efforts such as EGl is
that it is appearing to implicitly assume a staytpoint of EGEE and hence technologies like gLite.
This technology has been established primarily feCrbriented domains and is especially complex.

That said | believe that the Grid and its use teetlgp e-Infrastructures can address many of the
needs of the CESSDA RI including seamless acce$sdirated data sets; single sign-on security
models and exploitation of wider computational teses for larger scale analysis. However | fully
recognise that it is the case that a multitudehofices and opportunities exist in this space ngiw.
There are many unknowns — will the EGI actually lagpWill the social sciences and efforts such as
CESSDA have any possibility to influence and dife@ resources to the social sciences? It would be
remiss of CESSDA to ignore EGI if it happens, hiuthe same time it is essential for CESSDA to not
simply adopt a technology that is not solving thedamental problems of CESSDA in tackling
seamless access to and integration of heterogewdésitibuted social science data sets.

Many of the issues facing CESSDA can only realiflificee determined once a detailed design
and implementation of the future CESSDA e-Infradtitee has been undertaken. Thus when
determining how many personnel would be requiredin@morporate a given CESSDA member
organisation resources into a European-wide edtrivature this depends greatly upon the
architecture and design of the infrastructure fitsélould all organisations require in-house Grid
related personnel? In section 4, | proposed a Imgbictl n-tier architecture where secure access to
services and resources is achieved through usemted portals to tease out possible resource
requirements. This will be greatly influenced by wiles CESSDA wants a single portal for Europe
giving access to international services and datis; sefederation of national portals (offering $ing
sign on between them) or some other hybrid solutilh of these scenarios are possible from a
technical perspective, but the precise specificai® needed before any realistic personnel and
hardware resource specification can be given.

To a great extent, the success of any given imfresstre and the longer term sustainability of this
infrastructure stems not from the infrastructuselit or the technologies that underpin it, buthe t
user uptake of the solutions that it makes avalabhis is one of the reasons that the UK e-Science
NGS has received continued funding. It is not teehhologies that they have used, but the
communities that they continue to support and iddgeowing these communities and embracing
other disciplines. To this regard, CESSDA is inrgeaof its own sustainability destiny and the
technology is not the ultimate barrier to its swsce

My final conclusion on this report is that it istralways necessarily a direct choice that exists on
technologies, i.e. either: Grid, cloud or tradidrservice-oriented architecture technologies.slt i
possible to develop hybrid solutions composing et Grid services for example. Although | note
that combinations of these are made more diffiegfiecially when dealing with security for example.
Furthermore, many researchers groups are now Igo&kincloud technologies and doubtless inter-
operability between cloud-based approaches andv@idservices will be supported.

If 1 had to recommend anything to CESSDA then it ldobe to have pilot projects exploring
realistic case studies applying given Grid, cloud @ervice-oriented architecture technologies and
independently determining whether a technologyt if CESSDA purpose.
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Annex 1. CESSDA PPP Report Specification

This report was based upon the following outlinecsfication of requirements of a future CESSDA
cyber-infrastructure as given in the original tendi®cument.

CESSDA needs to take into account resource-relabed saistainability-related preconditions and
consequences when deciding on the base-technolotheio new cyber infrastructure. We want to
know what effects choosing a grid based solutidih lveive on cost, effort, maintainability and future
developments, when compared to traditional solstilike client server based infrastructures and/or
non-grid service oriented architectures. For thigort, we assume there are three possible scenarios
for the implementation of the new CESSDA cyberasfructure:
1. implementing our own infrastructure based on existing client-server or SOA models,
2.joining an already ongoing initiative and sharing resour ces with other disciplinesusing
Grid technologies,
3. using cloud computing services.
We are not interested in the technical or conceplifferences between these three scenarios. We
only want to know the differences between themaas$ the following variables are concerned:
0 What will be the initial and annual cost for the £EDA consortium?
_ Cost breakdown on:
_ Hardware/Cost of ownership (Acquisition, MaintengnReplacement, Support)
_ Software/Cost of ownership
« Which software packages are needed? (server cersamiddleware, etc.)
« Licenses, In-house/Custom implementation
« Installation, Support
« Administration (authorization, authentication)
_ Personnel
 Technical (for maintenance, installation, etc.)
« Support (for helpdesk, technical management, etc.)
« Coordination (security-policy, general management)
_ Usage
* Network resources/Bandwidth, Power consumption,
« Wear and Replacement of defective systems
_ Education and Training
« Developers (middleware, API's, etc.)
« End-users (workflow applications, data-storage) etc.
¢ Control (management systems, monitoring, etc.)
¢ Administration (usage, costs, reporting-tools,)etc.
0 How can the CESSDA consortium cover the annual @osts
_Is it possible to charge individual institutes lthee their usage?
_ Is it possible to charge individual users basetheir usage?
_ Where can CESSDA apply for funding for the maintereand sustainability of the
infrastructure?
0 What can be expected of the longevity of the cha@sennology?
_ Overview of ongoing development initiatives (e.gpe@ Grid Forum, gLite
(EGEE), Apache Axis, Amazon EC2/S3 etc.)
e Current and long-term expected effort of initiative
 Current deliverables and status
¢ Possible upcoming trends and threats
_ When joining an already existing initiative:
* What can be expected of the longevity of the itiitaitself?
« Does the initiative have sustainability measureficigs and/or guidelines?
* For how long will its members support the infrasture?
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